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Basis of This Tutorial

3
A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data 
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



Outline
1. Introduction & Generation – 20 minutes
2. Hands-on Game – 10 minutes
3. Watermarking LLMs – 30 minutes
4. Detection – 40 minutes
5. BREAK – 30 minutes
6. Obfuscation –  40 minutes
7. Industry Perspective – 15 minutes
8. Conclusion – 15 minutes
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Deepfakes

q Deep learning + Fakes
q Artifacts of varying modality, made entirely or 

substantially enhanced by advanced AI techniques, 
especially deep learning
o Deepfake Text, Audio, Image, Video, or combination

q In CompSci, deepfake research has been driven by
o Natural Language Processing (NLP)
o Computer Vision (CV)
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Shallowfakes vs. Deepfakes
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VS.

Shallowfake (= Cheapfake) Deepfake





Colorado State Fair Art Competition, 2022

8Image credit: KOAA News 5



Deepfake Audio

9J. Kong et al., HiFi-GAN: Generative Adversarial Networks for Efficient and High Fidelity Speech Synthesis, NeurIPS 2020



Deepfake Audio & Video

10O. Fried et al., Text-based Editing of Talking-head Video, ACM Trans. Graph. 2019



Commodity Technology for Deepfakes
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Focus of Tutorial: Deepfake Text
q Large-scale Language Models (LLMs) currently dominate
q A probability distribution over word sequences

o Input: a word sequence S
o Output: probability for S to be valid per training data T

§ P(“what a wonderful world” | T) = 0.15
§ P(”what a wonderful pig” | T) = 0.002

q Game Changers: 2017-2019
o Transformer by Google
o BERT by Google and GPT by OpenAI
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Large-Scale LMs (LLMs)
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A. Uchendu, T. Le, D. Lee, 
Attribution and Obfuscation of Neural Text
Authorship: A Data Mining Perspective, 
SIGKDD Explorations, Vol. 25, 2023
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GPT4/4o: Smartest of All

18

OpenAI, 
GPT-4 Technical Report, 
arXiv 2023



Gemini: Google’s Answer

19

Google, 
Gemini: A Family of Highly 
Capable Multimodal 
Models, arXiv 2023
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Memorization & Plagiarism of LLM
22

N. Carlini et al., Extracting Training Data from 
Large Language Models, USENIX Security 2021

J. Lee, T. Le, J. Chen, D. Lee, Do Language Models 
Plagiarize?  WWW 2023 



Limitation of LLM: Bias

23
P. N. Venkit, S. Gautam, R. Panchanadikar, T.-H. K. Huang, S. Wilson, 

Nationality Bias in Text Generation, EACL 2023
P.-S. Huang et al., Reducing sentiment bias in language 

models via counterfactual evaluation, EMNLP-Findings 2020 



Limitation of LLM: Toxicity

24
A. Deshpande,  Toxicity in CHATGPT: 

Analyzing Persona-assigned Language Models, arXiv 2023
E. Wallace et al., Universal adversarial triggers 
for attacking and analyzing NLP, EMNLP 2019 



Limitation of LLM: Hallucination

25

K. Shuster, S. Poff, M. Chen, D. Kiela, J. Weston, 
Retrieval Augmentation Reduces Hallucination in Conversation, 

EMNLP-Findings, 2021



Fake News 2.0: DeepFakeNews
26

Pedestrians cross a flooded road in front 
of the White House in Washington DC, on 
August 9, 2022

White House floods during DC 
rainstorm on August 9

Written by
ChatGPT

Drawn by
Midjourney

Prompt by
human

`

The White House is under water after a 
storm struck Washington DC on 
Wednesday. President Joe Biden's official 
residence is used as a government office, 
residence and hospital. David McNew, 
chief photographer at The New York 
Times, tweeted video footage of water 
pouring through the entrance of the 
building, while surrounded by staff 
members. Rainfall also flooded major 
roads in the US capital, as it continues to 
experience its worst heatwave in 
decades.



Fake News 2.0: DeepFakeNews
27

Pedoni attraversano una strada allagata 
davanti alla Torre Pendente di Pisa il 9 
agosto 2022

Leaning Tower of Pisa floods 
during rainstorm on August 9

Written by
ChatGPT

Drawn by
Stable 
Diffusion

Prompt by
human

`

Il 9 agosto la Torre Pendente di Pisa è
stata allagata dopo un violento temporale.
L'iconico punto di riferimento italiano è
stato sommerso dall'acqua e rimane
chiuso per il momento. I residenti di Pisa
sono rimasti sbalorditi quando la Torre
Pendente di Pisa è stata allagata a causa
delle forti piogge del 9 agosto.
Fortunatamente l'acqua si è ritirata prima
di causare gravi danni, ma la Torre
Pendente ha subito ancora qualche
piccolo danno a causa dell'alluvione.



Fake News 2.0: DeepFakeNews
28

Des piétons traversent une route inondée
devant la Tour Eiffel le 9 août 2022

Paris floods during rainstorm on 
August 9

Written by
ChatGPT

Drawn by
Stable 
Diffusion

Prompt by
human

`

Le 9 août, Paris a été inondée en raison
d'un violent orage qui a traversé la ville.
Des parties de la ville ont été laissées
sous l'eau et les services d'urgence ont
travaillé pour fournir de l'aide aux citoyens
touchés. Les résidents ont été avertis
d'être conscients de la montée des eaux
dans les rues et les maisons. Les
habitants de la ville se sont précipités
pour protéger leurs biens et leurs biens
alors que les eaux de crue menaçaient de
causer des dégâts majeurs.
Heureusement, aucun blessé n'a été
signalé et la situation a été maîtrisée par
les autorités locales.



Fake News 2.0: DeepFakeNews
29

홍수로 물에 잠긴 경봉국 근정전 앞을
지나는시민들 (2022년 8월 9일)

Seoul floods during rainstorm 
on August 9

Written by
ChatGPT

Drawn by
Stable 
Diffusion

Prompt by
human

`

Le8월 9일 비바람으로 서울이 침수했습니다. 이번
폭우로 인해 서울시 일부 지역에서는 집과
상가건물이 잠겨 전기와 가스가 차단되는 등
수많은 피해가 발생했습니다. 이에 서울시는
즉각적으로 비상대책위원회를 구성 하고
수해복구작업에 나섰습니다. 수해로 인해 가장
많은 피해를 본 지역은 강남구와 서초구 등
강남지역이었습니다. 이 지역에 사는 많은 시민
들이 집을 떠나 대피소로 이동해야 했습니다. 
서울시는 대피소를 운영하며 피해를
최소화하고, 피해 복구에 최선을 다할 것을
약속했습니다. 이번 폭우로 인해 서울의 교통도
큰영향을받았습니다. 교통은마비되었고, 일부
지하철 노선이 운행을 중단 해 대규모 차질이
발생했습니다. 또한, 일부 도로가 침수되어
차량이이동할수없는상황이발생했습니다. 
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Image credit: NewsGuard 2023



ICML 2024

ICLR 2024, NeurIPS 2023, CoRL 2023 and EMNLP 2023. … between 6.5% and 16.9% of text 
submitted as peer reviews to these conferences could have been substantially modified by 
LLMs, i.e. beyond spell-checking or minor writing updates



Two Critical Tasks of Deepfake Texts

q Can we tell if a given text 
is deepfake or not?

34

q Can we make a deepfake 
text undetectable?

DETECTION (à ATTRIBUTION) OBFUSCATION



Outline
1. Introduction & Generation – 20 minutes
2. Hands-on Game – 10 minutes
3. Watermarking LLMs – 30 minutes
4. Detection – 40 minutes
5. BREAK – 30 minutes
6. Obfuscation –  40 minutes
7. Industry Perspective – 15 minutes
8. Conclusion – 15 minutes
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Hands-on Game

q On your web browser, go to                   
  

 kahoot.it

q Enter Game PIN, shown on screen
q Enter your NICKNAME (to be shown on screen)

36



Outline
1. Introduction & Generation – 20 minutes
2. Hands-on Game – 10 minutes
3. Watermarking LLMs – 30 minutes
4. Detection – 40 minutes
5. BREAK – 30 minutes
6. Obfuscation – 40 minutes
7. Industry Perspective – 15 minutes
8. Conclusion – 15 minutes
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Detection: First Critical Task of Deepfake Texts

38

q Can we tell if a given text 
is deepfake or not?

DETECTION (à ATTRIBUTION)



Landscape: Detecting Deepfake Texts

l Pre-hoc
l Metadata-based 

(media only)
l Watermark-based

l Post-hoc
l Supervised
l Unsupervised (i.e., Statistical)
l Human-based

39

Generation

Pre-hoc Post-hoc



Pre-hoc: Metadata-based
40

https://contentcredentials.org/



LLMs

41

Watermarking

Liu at al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023



Watermarking LLMs

42

q A pattern in text that 
is hidden to human naked 
eyes but algorithmically 
identifiable as machine-
generated

q Rigorous statistical 
significance test

Kirchenbauer et al.,  A watermark for large language 
models, ICML 2023



2 main components

43

Watermark 
Generator

Watermark 
Detector

Kuditipudi et al,. Robust distortion-free watermarks for language models, arXiv 2023



2 main components

44

Watermark 
Generator

Kuditipudi et al,. Robust distortion-free watermarks for language models, arXiv 2023

Given

1. Text X
2. Wartermark Message m

Generator is

function(X,m) -> Watermarked text T



2 main components

45

Watermark 
Detector

Kuditipudi et al,. Robust distortion-free watermarks for language models, arXiv 2023

Given

Watermarked text T

Detector is

function(T) -> Wartermark Message m



Fundamentals of Watermarking

46
Liu et al. , A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023



Terminology

q Payload

o Amount of Information in the watermark message

§ Zero – bit

§ Multi – bit

q Success Rate

o Rate of correct watermark message detection

47



2 main components

48

Watermark 
Generator

Watermark 
Detector

Kuditipudi et al., Robust distortion-free watermarks for language models, arXiv 2023.



Goals of Watermarking

49

1 2

3

Success RateWatermarked Text Quality

Robustness

4

Hard to forge



Approach 1: Post Generation Watermarking

50
Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023



Approach 1: Post Generation Watermarking
qLexical-based

51
Yang et al., Tracing text provenance via context-aware lexical substitution, AAAI 2022



52
Yang et al., Tracing text provenance via context-aware lexical substitution, AAAI 2022



53
Yang et al., Tracing text provenance via context-aware lexical substitution, AAAI 2022



Approach 1: Post Generation Watermarking
qGeneration-based

54

Abdelnabi, S., & Fritz, M,  Adversarial watermarking transformer: Towards tracing text 
provenance with data hiding, IEEE Symposium on Security and Privacy 2021



Approach 2: LLM Watermarking
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1

2

Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023



Approach 2: LLM Watermarking

56
Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023



Logits-level Watermarking

57

"I picked up the" LLM

Logits
"bat": -0.06 "truck":0.54 "mouse": 0.23

Sampling
"I picked up the truck"



Logits-level Watermarking

58

"I picked up the" LLM

Logits
"bat": -0.06 "truck":0.54 "mouse": 0.23

Token Group Splitting

"truck" "mouse" "bat"

Watermarked Logits
"bat":0.36 "truck":0 "mouse": 0 "I picked up the bat"

Logits Re-weighted

Watermarking
Algorithm

Sampling
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q "The watermarked text, if written by 
a human, is expected to contain 9 
“green” tokens, yet it contains 28."

q "The probability of this happening 
by random chance is ≈ 6×10−14, 
leaving us extremely certain that 
this text is machine generated. "

Kirchenbauer et al.,  A watermark for large language 
models, ICML 2023



Limitations

60

q Zero-bit : Can only convey if text is watermarked

q Watermarks might need to convey much more

oIdentifiers

oCopyright information

oTime of creation



Multi-Bit Watermarking

61

Yoo, K., Ahn, W., & Kwak, N., Advancing beyond identification: Multi-bit watermark for 
large language models, arXiv 2023.



Multi-Bit Watermarking: Results

62

Bit Accuracy

Yoo, K., Ahn, W., & Kwak, N., Advancing beyond identification: Multi-bit watermark for 
large language models, arXiv 2023.



Limitations

q Manipulates LLM's probability distribution

o Might lead to low quality text

63



Approach 2: LLM Watermarking

64
Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023



Token Sampling Level

65

"I picked up the" LLM

Logits
"bat": -0.06 "truck":0.54 "mouse": 0.23

Sampling
"I picked up the …."

Watermarking
Algorithm



Token Sampling Level

66

Poster on June 17th

Hou et al., SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024



Watermarking LLMs: 
Future of Deepfake Text Detection?

67

q A pattern in text that 
is hidden to human naked 
eyes but algorithmically 
identifiable as machine-
generated

q Rigorous statistical 
significance test

Kirchenbauer et al.,  A watermark for large language 
models, ICML 2023



Token Sampling Level

68

Poster on June 17th

Hou et al., SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024



Token Sampling Level

69

Poster on June 17th

Hou et al., SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024



Token Sampling Level

70

Poster on June 17th

Hou et al., SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024



Watermarking: Challenges

71

q Vulnerable to attacks

oWord-level

oParaphrase

o Copy-Paste



Robust Watermarking in-the-wild

72Kirchenbauer et al., On the Reliability of Watermarks for Large Language Models, ICLR 2023



Watermarking: Challenges

73

q Stakeholders need to be involved

oLLM providers need to integrate watermarking as part of their 

generation pipelines

q Risk of quality reduction

q Hard to reach 4 goals



Goals of Watermarking

74

1 2

3

Success RateWatermarked Text Quality

Robustness

4

Hard to forge



Watermarking: Challenges

75

q Unified Evaluation Metrics

q Current Benchmarks mainly focus on text quality

o Need more benchmarks for success rate, payload, robustness 

and forgeability evaluation



Outline
1. Introduction & Generation – 20 minutes
2. Hands-on Game – 10 minutes
3. Watermarking LLMs – 30 minutes
4. Detection – 40 minutes
5. BREAK – 30 minutes
6. Obfuscation – 40 minutes
7. Industry Perspective – 15 minutes
8. Conclusion – 15 minutes
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Landscape: Detecting Deepfake Texts

l Pre-hoc
l Metadata-based 

(media only)
l Watermark-based

l Post-hoc
l Supervised
l Unsupervised (i.e., Statistical)
l Human-based

77

Generation

Pre-hoc Post-hoc



Landscape: Detecting Deepfake Texts
78

Quality

Time?

Opportunity
for Post-hoc



Authorship Attribution of Deepfake Texts

79

Deepfake
Generators

Uchendu, A., Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. arXiv 2023



Categories of Deepfake Text Detectors

80A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data 
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



Stylometric-based Detector
qStylometry is the statistical 

analysis of the style of written 
texts.

qObtaining the writing style of an 
author using only style-based 
features

81



Stylometric-based #1: Linguistic Model

82

     LIWC

      Readability
      Score

     Entropy

Language Models
(8 LMs & 1 human)

Features Classical MLs
(Random Forest)

Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020



Linguistic Inquiry & Word Count (LIWC)

qLIWC has 93 features, of 
which 69 are categorized into:
oStandard Linguistic Dimensions 
oPsychological Processes 

Personal concerns
oSpoken Categories

83

Feature Examples of 
words

Friends Pal, buddy, 
coworker

Positive 
Emotions

Happy, pretty, 
good

Insight Think, know, 
consider

Exclusive But, except, 
without

[1] Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020
[2] Pennebaker, J. W., Francis, M. E., & Booth, R. J. Linguistic inquiry and word count: LIWC 2001
Mahway: Lawrence Erlbaum Associates



Readability score
qUsing vocabulary usage to extract grade level of author 

84

Flesh Reading
Ease Score

Readability
Level

Grade Syllables per
100 words

Avg Sentence
Length

90-100 Very Easy 5 123 8
80-90 Easy 6 131 11
70-80 Fairly Easy 7 139 14
60-70 Standard 8-9 147 17
50-60 Fairly Difficult 10-12 155 21
30-50 Difficult College 167 25
0-30 Very Difficult Post-college 192 29

Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020



Entropy

qEntropy is a measure of uncertainty
qLow probability events have high uncertainty which 

means more information
q# of unique characters (Ex: "bbbbbbbb" as high 

probability = low entropy)

85

[1] Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020
[2] Genzel, D., & Charniak, E. Entropy rate constancy in text. ACL 2002



Insights from Linguistic model

86

1. Human & Deepfake texts have about 
the same amount of information in 
texts 

2. Human & more enhanced deepfake 
text generators are able to generate 
more formal news articles which are 
not so revealing

3. Human-written news articles are 
written at a higher educational level 
than deepfake texts Figure: Distribution of generated texts on 

2- dimensions using PCA.

Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020



Stylometric-based #2: Feature-based detector

87

    Repetitive
Words  

      Coherence

     Purpose
Language Models

(1 LM vs. 1 human)
Features

Classical MLs
(Random Forest)

      Syntactic
       Diversity

Fröhling, L., & Zubiaga, A., Feature-based detection of automated language models: tackling GPT-2, 
GPT-3 and Grover. PeerJ Computer Science 2021



Feature-based detector: Ensemble of Features

1. Lack of syntactic and lexical diversity
1. Named-entity tags, pos-tags, neuralcoref

2. Repetitiveness of words
1. # of stopwords & unique words

3. Lack of coherence
1. Entity grid representation with neuralcoref

4. Lack of purpose
1. Lexical psycho-linguistic features with empath

88Fröhling, L., & Zubiaga, A., Feature-based detection of automated language models: tackling GPT-2, 
GPT-3 and Grover. PeerJ Computer Science 2021



Feature-based detector results

89Fröhling, L., & Zubiaga, A., Feature-based detection of automated language models: tackling GPT-2, 
GPT-3 and Grover. PeerJ Computer Science 2021



Insights from Feature-based detector

qThis techniques are applied to older LMs – GPT-2, 
GROVER, etc.

qWill not generalize well on newer and more sophisticated 
LLMs

qFeature engineering can be expensive

90



Summary of Stylometric detectors

qStylometric detectors are explainable and interpretable
qThey are not scalable
qSusceptible to overfitting
qLarger data can disrupt model performance

91



Categories of Deepfake Text Detectors

92A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data 
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



DL-based Detector (Transformer-based)

q BERT
q RoBERTa
q DistilBERT
q ELECTRA
q DeBERTa

93



DL Detector: Fine-tune Transformer-based model

94

Transformer Layer

Article

Regularized 
weights

Linear LayerDropout Layer
Pooled 
output Softm

ax layer



DL-based #1: BERT & RoBERTa fine-tuned

95

*BERT is 
the best 
detector

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D. TURINGBENCH: A Benchmark Environment for 
Turing Test in the Age of Neural Text Generation. EMNLP-Findings 2021.



DL-based #2: T5-Sentinel

96Chen, Y., Kang, H., Zhai, V., Li, L., Singh, R., & Raj, B. Token Prediction as Implicit Classification 
to Identify LLM-Generated Text. EMNLP 2023



DL-based #2 results: T5-Sentinel outperforms

97
Chen, Y., Kang, H., Zhai, V., Li, L., Singh, R., & Raj, B. Token Prediction as Implicit Classification 
to Identify LLM-Generated Text. EMNLP 2023



Summary of DL-based detectors

qEasy to use due to the off-the-shelf models that can be 
fine-tuned

qTo obtain decent results, sufficient data is needed
qTend to overfit, does not generalize well, and black-box
qPerforms very well on deepfake text detection

98



Categories of Deepfake Text Detectors

99A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data 
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



Statistics-based Detector

qStatistics-based classifiers 
use the probability distribution 
of the texts as features to 
detect deepfake vs. human 
texts

100



Statistics-based #1: GLTR

101

1. probability of the word
2. the absolute rank of the word
3. the entropy of the predicted 

distribution 

• Green represents the most probable 
words

• yellow the 2nd most probable
• Red the least probable
• purple the highest improbable words.

Gehrmann, S., Strobelt, H., & Rush, A. M.. GLTR: Statistical Detection and Visualization of Generated Text. ACL 2019



Statistics-based #2: DetectGPT

102
Mitchell, E., et al. (2023, July). Detectgpt: Zero-shot machine-generated text detection using 

probability curvature. ICML 2023 (https://detectgpt.ericmitchell.ai/)

https://detectgpt.ericmitchell.ai/


DetectGPT results (AUROC)

103
Mitchell, E., et al. (2023, July). Detectgpt: Zero-shot machine-generated text detection using 

probability curvature. ICML 2023



Statistical-based #3: GPT-who

104
Venkatraman, S., Uchendu, A., & Lee, D. (2024). GPT-who: An Information Density-

based Machine-Generated Text Detector. NAACL-Findings 2024.

Poster on June 19th



GPT-who

105

GPT-who leverages psycho-linguistically motivated representations that capture authors’ 
information signatures distinctly, even when the corresponding text is indiscernible

Venkatraman, S., Uchendu, A., & Lee, D. (2024). GPT-who: An Information Density-
based Machine-Generated Text Detector. NAACL-Findings 2024.

Poster on June 19th



GPT-who: Out-of-distribution 
performance (F1)

106Venkatraman, S., Uchendu, A., & Lee, D. (2024). GPT-who: An Information Density-
based Machine-Generated Text Detector. NAACL-Findings 2024.

Poster on June 19th

Test Set Performance (F1 score) for InTheWild dataset.



Summary of Statistics-based detectors

qStatistics-based methods are usually more interpretable 
and lightweight

qMost are unsupervised, making it suitable to the fast 
growing field of GenAI

qBottleneck is the LM used to calculate the probability 
distribution of texts

qNeed more nuanced mathematical equations that model 
prob. distribution of texts

107



Categories of Deepfake Text Detectors

108A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data 
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



Hybrid-based #1: *TDA-based detector

109

• Attention weights of BERT

• TDA features:
• Topological Features
• Barcode features
• Distance pattern features

Kushnareva, L., Cherniavskii, D., Mikhailov, V., Artemova, E., Barannikov, S., Bernstein, A., ... 
& Burnaev, E. Artificial Text Detection via Examining the Topology of Attention Maps. EMNLP 2021

*TDA: Topological Data Analysis



Hybrid based #2: TOPFORMER

110Uchendu, A., Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. arXiv 2023



TOPFORMER: Topology-Aware Detector

111
Uchendu, A., Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. arXiv 2023



TOPFORMER: Mixset dataset results

112

Uchendu, A., Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. ArXiv 2023



Hybrid-based #3: Fusion model (DL + Stylo)

113Corizzo, R., & Leal-Arenas, S. A Deep Fusion Model for Human vs. Machine-Generated 
Essay Classification. IEEE IJCNN 2023



Fusion Model: English & Spanish datasets

114Corizzo, R., & Leal-Arenas, S. A Deep Fusion Model for Human vs. Machine-Generated 
Essay Classification. IEEE IJCNN 2023



Summary of Hybrid-based detectors

qHybrid techniques combine the best of N techniques
qTend to perform better or comparably to DL models
qTend to be the more adversarially robust
qUsually more computationally expensive
qPotential to be more interpretable than DL models
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Summary of Automatic Detectors: 
Level of Accuracy
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Stylometric
Attribution

Deep Learning
Attribution

Statistical
Attribution

Hybrid
Attribution

LEVEL OF ACCURACY+ -



Recent Development: Prompt-based detection

117
Concept: Fighting Fire with Fire



Recent Development: Prompt-based detection

118

Bhattacharjee, A., & Liu, H. Fighting fire with fire: can ChatGPT detect AI-
generated text?. SIGKDD Explorations Newsletter, 25(2), 2024



Prompt-based detection: GPT-3.5 vs. GPT-4

119

PROMPT: ‘Is the following generated by an AI or 
written by a human:  <text>.’

Bhattacharjee, A., & Liu, H. Fighting fire with fire: can ChatGPT detect AI-
generated text?. SIGKDD Explorations Newsletter, 25(2), 2024



Categories of Deepfake Text Detectors

120A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data 
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



Human-based Evaluation of Deepfake Texts #1

TURINGBENCH: A 
Benchmark Environment for 
Turing Test in the Age of Neural 
Text Generation

121

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D. 
TURINGBENCH: A Benchmark Environment for Turing Test 
in the Age of Neural Text Generation. EMNLP-Findings 2021.



Human-based Evaluation: Human vs. Deepfake

122122

• Study 1: Machine

• Study 2: Human vs. Machine

MACHINE

NOT MACHINE

A         B

A or B which is MACHINE?

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D. TURINGBENCH: A Benchmark Environment for 
Turing Test in the Age of Neural Text Generation. EMNLP-Findings 2021.



Human-based Evaluation of Deepfake Texts #2

All that's human is not gold: 
Evaluating human evaluation of 
generated text

123

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & 
Smith, N. A. All That’s ‘Human’Is Not Gold: Evaluating Human 
Evaluation of Generated Text. ACL-IJCNLP 2021



Experiment
qAmazon Mechanical Turk (AMT) 

study to collect the text 
evaluations with non-expert 
evaluators (N=780)

q3 Domains:
oStory
oNews
oRecipe

q2 LMs
oGPT-2 XL
oGPT-3

124
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’Is Not Gold: 
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Task: Rate the text on a 4-point scale (Before Training)

qIf Option 1 is selected, ask 
"why did you select this 
rationale"?

qElse, ask "What would you 
change to make it seem more 
human-like?"

125
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’Is Not Gold: 
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Training techniques

1. Instruction-based training
2. Example-based training
3. Comparison-based training

126
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’Is Not Gold: 
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Instruction-based training

127
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’Is Not Gold: 
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Example-based Training

128
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’Is Not Gold: 
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Comparison-based Training

129
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’Is Not Gold: 
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Results: with & without training

130
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’Is Not Gold: 
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Human-based Evaluation of Deepfake Texts #3

Does Human Collaboration 
Enhance the Accuracy of 
Identifying LLM-Generated 
Deepfake Texts?

131

Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does 
Human Collaboration Enhance the Accuracy of Identifying LLM-
Generated Deepfake Texts?. AAAI HCOMP 2023



Human Evaluation: Task

132

• (A) A multi-authored article with 3 
paragraphs

• (B) Conduct human studies to ask 
either individual people or 
collaborative humans to detect the 
Deepfake texts

• (C) Analysis of categorical 
explanations for Deepfake text 
detection from both groups

Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does Human Collaboration Enhance the Accuracy 
of Identifying LLM-Generated Deepfake Texts?. AAAI HCOMP 2023



Non-Expert Training Technique: Example-based

133
Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does Human Collaboration Enhance the Accuracy 
of Identifying LLM-Generated Deepfake Texts?. AAAI HCOMP 2023



7 Justifications for Detecting if a Paragraph is 
human-written or AI-generated

134



Results: Non-Experts vs. Experts

135

P=0.054 P=1.3e-05

NON-EXPERTS EXPERTS

38%

Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does Human Collaboration Enhance the Accuracy 
of Identifying LLM-Generated Deepfake Texts?. AAAI HCOMP 2023



Human-based Evaluation of Deepfake Texts #4

Towards an Understanding and 
Explanation for Mixed-Initiative 
Artificial Scientific Text 
Detection

136

Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... & 
Chen, W. (2024). Towards an understanding and explanation for mixed-
initiative artificial scientific text detection. Information Visualization 2024.



Summary of distinctions between deepfake 
and human-written scientific texts

137Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... & Chen, W. (2024). Towards an understanding 
and explanation for mixed-initiative artificial scientific text detection. Information Visualization 2024.



Average ratings of distinction categories on 
a 7-point Likert scale (*p<.05)

138Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... & Chen, W. (2024). Towards an understanding 
and explanation for mixed-initiative artificial scientific text detection. Information Visualization 2024.



Indistinguishable vs. Distinguishable 
Features for deepfake text detection

139Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... & Chen, W. (2024). Towards an understanding 
and explanation for mixed-initiative artificial scientific text detection. Information Visualization 2024.



Summary of Human Evaluation of Deepfake Texts

qHuman vs. Deepfake text distinction is non-trivial
qNeed better training techniques
qSynchronous collaboration may improve performance but 

nuanced techniques need to be developed
qNuanced human-in-the-loop 

140



Commercial & Open Source ChatGPT Detector

141

Detector Author Link Publish year
DetectGPT Stanford https://detectgpt.ericmitchell.ai/ 2023

GPTZero GPTZero https://gptzero.me/ 2023

ChatGPT detector OpenAI https://platform.openai.com/ai-text-classifier 2023

ZeroGPT ZeroGPT https://www.zerogpt.com/ 2023

AI detector Originality.AI https://originality.ai/?lmref=yjETBg 2023

AI content detector Copyleak https://copyleaks.com/features/ai-content-detector 2023

ChatGPT detector Huggingface https://hello-simpleai-chatgpt-detector-ling.hf.space/ 2023

CheckGPT ArticleBot https://www.app.got-it.ai/articlebot 2023

AI content detector Sapling https://sapling.ai/utilities/ai-content-detector 2023

AI detector Crossplag https://crossplag.com/ai-content-detector/ 2023

ChatGPT detector Writefull https://x.writefull.com/gpt-detector 2023

ChatGPT detector Draft & Goal https://detector.dng.ai/ 2023

AI content detector Writer https://writer.com/ai-content-detector/ 2023

RADAR IBM https://radar-app.vizhub.ai/ 2023

Bionoculars UMD & CMD https://huggingface.co/spaces/tomg-group-umd/Binoculars 2024

Other demos https://github.com/ICTMCG/Awesome-Machine-Generated-
Text?tab=readme-ov-file#demos--products

2019-Present

https://detectgpt.ericmitchell.ai/
https://gptzero.me/
https://platform.openai.com/ai-text-classifier
https://www.zerogpt.com/
https://originality.ai/?lmref=yjETBg
https://copyleaks.com/features/ai-content-detector
https://hello-simpleai-chatgpt-detector-ling.hf.space/
https://www.app.got-it.ai/articlebot
https://sapling.ai/utilities/ai-content-detector
https://crossplag.com/ai-content-detector/
https://x.writefull.com/gpt-detector
https://detector.dng.ai/
https://writer.com/ai-content-detector/
https://radar-app.vizhub.ai/
https://huggingface.co/spaces/tomg-group-umd/Binoculars
https://github.com/ICTMCG/Awesome-Machine-Generated-Text?tab=readme-ov-file
https://github.com/ICTMCG/Awesome-Machine-Generated-Text?tab=readme-ov-file


Automatic & Human-based Deepfake Text Detection

142

Human

Deepfake

Human

Deepfake
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Outline
1. Introduction & Generation – 20 minutes
2. Hands-on Game – 10 minutes
3. Watermarking LLMs – 30 minutes
4. Detection – 40 minutes
5. BREAK – 30 minutes
6. Obfuscation – 40 minutes
7. Industry Perspective – 15 minutes
8. Conclusion – 15 minutes

144
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Obfuscation: Second Tasks of Deepfake Texts

146

q Can we make a deepfake 
text undetectable, or can we 
hide or remove the true 
machine-authorship from 
the text?

OBFUSCATION



Motivation

q Can we make a deepfake text undetectable or conceal 
or remove the authorship of a deepfake text by making 
small changes to the text while preserving semantics?

147



From Detection to Obfuscation
q Detected as “Deepfake” or “Machine-Generated” text

148



From Detection to Obfuscation
q Makes (minimal) changes to conceal authorship and 

preserving semantics

149

White House floods 
during Washington DC 
rainstorm on August 9

“…water pouring 
through flooding to 

the entrance…”

“…in decades the last 
20 years…”



What make up the authorship of a text?
q Philosophical question: 

“The ship of Theseus”

q Deepfake text obfuscation 
as a relaxation of “the ship 
of Theseus” 

q or using detector as the 
ground-truth for meaningful 
changes

150

https://www.pastille.no/comics/ship-of-theseus

Grant et al., Resources and constraints in linguistic identity performance–a theory of 
authorship. Language and Law. Linguagem e Direito, 5(1), 80-96.



What makes up the authorship of a text?

151

"Ship of Theseus paradox in text 
paraphrasing scenario: who should be 

considered the author of Tn"

Tripto et al., A Ship of Theseus: Curious Cases of Paraphrasing in LLM-Generated Texts. ACL 2024.



Taxonomy – Obfuscation Technique

152

Word Choice

Word Order

Word Form

Punctuation

Uchendu et al., Attribution and Obfuscation of Neural Text Authorship: A 
Data Mining Perspective. KDD Explorations, Vol. 25, June 2023 .



Taxonomy - Obfuscation Mechanism
q The scenario on which obfuscation is done (so-called threat 

model in security) is crucial

153

Indirect Obfuscation
(multiple-adversaries)

Direct Obfuscation
(one adversary)

Transferable Obfuscation
(multiple-adversaries)



Stylometric Obfuscation

Technique Obfuscated Example Stylometric Category Preserves Semantics 
by Design

Homoglyph Hello there -> HeІІo, there Orthographic X
Upper/Lower Flip Hello -> heLlo Morphological X
Misspellings attack Acceptable –> Acceptible Lexical
Whitespace attack Will face -> Willface Lexical
Deduplicate tokens The car … the money -> the car … money Lexical
Shuffle tokens Hello are -> are hello Syntactic

Mutant-X & Avengers
What are the ramifications of this study? -> What 
are the ramifications of this survey? Lexical X

ALISON I got back my first draft of my memo ->  i had 
finished my first draft of the novel Syntactic X

Table: Examples of stylometric obfuscation techniques 154

q Current techniques tend to focus on one or only a few 
linguistic feature(s) to obfuscate – lexical, syntactical, etc.



Stylometric Obfuscation: PAN tasks [1]
q Stylometric PAN’16 [2]:

§ Apply text transformations (e.g., remove stop words, inserting punctuations, lower case) 
to push statistical metrics of each sentence closer to those of the corpus average

§ Statistics: avg # of words, #punctuation / #word token, #stop word / #word token, etc.

q Sentence Simplification PAN’17 [3]:
§ From:  “Basically, my job involves computer skills”
§ To  :  “My job involves computer skills”

q Back Translation NMTPAN’16 [4] :
§ English → IL1 → IL2 → ... ILn → English
§ English → German → French → English
§ IL: Intermediate Language (or Pivot Language)

155

[1] S. Potthast and S. Hagen. Overview of the Author Obfuscation Task at PAN 2018: A New Approach to Measuring Safety. In Notebook for PAN at CLEF 2018, 2018.
[2] Karadzhov, G. et al. (2017). The Case for Being Average: A Mediocrity Approach to Style Masking and Author Obfuscation: (Best of the Labs Track at CLEF-2017). 
[3] D. Castro-Castro, R. O. Bueno, and R. Munoz. Author Masking by Sentence Transformation. In Notebook for PAN at CLEF, 2017.
[4] Y. Keswani, H. Trivedi, P. Mehta, and P. Majumder. Author Masking through Translation. In Notebook for PAN at CLEF 2016.



Stylometric Obfuscation: Mutant-X
q Replacing words with neighboring words via sentiment-specific 

word embeddings (customized word2vec) 
q Obfuscate text using Genetic Algorithm until (1) detector’s 

authorship changes + (2) semantic preserves

156

Direct Obfuscation: Interact 
with (hence required) the 
target Deepfake detector 

during obfuscationMahmoodet al., A Girl Has No Name: Automated Authorship Obfuscation 
using Mutant-X. Proc. Priv. Enhancing Technol., 2019(4), 54-71.



Stylometric Obfuscation: Avengers

157

q Obfuscations that are transferable 
to unknown/blind adversaries

q Surrogate model is designed as an 
Ensemble model

q Assume the same set of training 
features between obfuscator and 
detector

Haroon et al., Avengers ensemble! Improving transferability of authorship 
obfuscation. arXiv preprint arXiv:2109.07028.



Stylometric Obfuscation: Avengers

q Ensemble surrogate model improves transferability

158

Surrogate Model
Attack Success Rate on Target Model

Average
RFC SVM MLP Ensemble

RFC (Mutant-X) 28.2 26.2 14.6 29.1 24.53

SVM (Mutant-X) 1.6 93.7 10.1 7.4 28.2

Ensemble 18.4 61.0 21.9 71.9 43.3

Haroon et al., Avengers ensemble! Improving transferability of authorship 
obfuscation. arXiv preprint arXiv:2109.07028.



Stylometric Obfuscation: DFTFooler, ADAT

q Indirect obfuscation: require 
no queries to the detector, no 
surrogate model

q Utilize pre-trained LLM: 
substitute a subset of most 
confidently predicted words 
(green/yellow) with lower 
confident synonyms 
(red/purple)

q GLTR’s insights or words' 
gradients

159

Real-World Machine-Generated Text (GLTR.io)

Human-Written Scientific Abstract (GLTR.io)

Pu et al., Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023
Zhou et al., Humanizing Machine-Generated Content: Evading AI-Text Detection through Adversarial Attack. LREC'2024



Statistical Obfuscation: Mikhail, 2022 [1,2]

q Option 1: train an internal 
deepfake detector and uses it to 
select texts with the highest human-
class probability 

q Option 2: use the internal detector 
as additional signal to guide 
beam-search to generate more 
human-like texts (discriminative 
adversarial search [2])

160

Discriminative 
(Adjusted 

Human-likeness)

Generative 
(Human-likeness 

in AI's eyes)

[1] Mikhail  Orzhenovskii, Detecting Auto-generated Texts with Language Model and Attacking the Detector. Dialogue 2022
[2] Scialomet al., Discriminative adversarial search for abstractive summarization. PMLR 2020



Statistical Obfuscation: Changing Decoding Strategy

q Misalignment of decoding 
strategies between detector 
and generator leads to lower 
detection performance => 
simple and effective.

q Many detectors witnessed 
13.3% - 97.6% degradation in 
recall of machine-generated 
texts.

161

Defense
Baseline Decoding

Attack
Top-p

Recall 
Change 

(max 100)

BERT (Top-p 0.96) 0.98 -13.3

GLTR-GPT2 (Top-k 40 + 
Temperature 0.7) 0.98 -97.6

GROVER  (Top-p 0.94) 0.98 -35.6

FAST (Top-p 0.96) 1.0 -9.7

RoBERTa (Top-p 0.96) 1.0 -22.0

Pu et al., Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023



Statistical Obfuscation: Token Ensemble via Multiple LLMs

162

q Shuffling probability
distribution across 
multiple ensembled 
LLMs

q Show to be effective 
yet computationally 
demanding (both 
space and time)

Huang et al., Token-Ensemble Text Generation: On Attacking the Automatic AI-Generated Text 
Detection. arXiv preprint arXiv:2402.11167



Stylometric Obfuscation: From Adversarial Texts

Adversarial Text Technique Obfuscated Text Example

TextFooler [1] You don't have to know about music to acknowledging the 
film's easygoing mixtures of mockery and ballad

DeepWordBug [2] You don't have to know about music to appreciate the 
film's easygoing blsend of comedy and romance

Perturbation-in-the-Wild [3] You don’t have to know about music to appresiate the film’s 
easygoing blend of comedy and romamce

163

q Original text: 
o“You don't have to know about music to appreciate the film's 

easygoing blend of comedy and romance" 

[1] Jin, Di, et al. "Is BERT Really Robust? Natural Language Attack on Text Classification and Entailment." arXiv preprint arXiv:1907.11932 (2019)
[2] Gao, J., Lanchantin, J., Soffa, M. L., & Qi, Y. (2018, May). Black-box generation of adversarial text sequences to evade deep learning classifiers. In 2018 IEEE Security and Privacy Workshops (SPW) (pp. 50-56). IEEE.
[3] Thai Le, Jooyoung Lee, Kevin Yen, Yifan Hu, and Dongwon Lee. 2022. Perturbations in the Wild: Leveraging Human-Written Text Perturbations for Realistic Adversarial Attack and Defense. In Findings of the Association 
for Computational Linguistics: ACL 2022, pages 2953–2965, Dublin, Ireland. Association for Computational Linguistics.



Hybrid Obfuscation: DIPPER [1]

164

q Obfuscation via paraphrasing
q Fine-tune an open-sourced LLM to 

paraphrase and remove LLM-specific 
markers, including watermarks

Krishna et al., Paraphrasing evades detectors of ai-generated text, but 
retrieval is an effective defense. NeurIPS 2023



Obfuscation via Prompt Engineering

q Paraphrasing the prompt 
is much cheaper than 
paraphrasing the whole text

q Instruct LLMs 
(ChatGPT, Pegasus) 
to mimic different writing 
styles (via in-context 
learning) or charcter-
perturbations

Wang et al., Stumbling Blocks: Stress Testing the Robustness of Machine-Generated 
Text Detectors Under Attacks. arXiv preprint arXiv:2402.11638.

Shi et al., Red teaming language model detectors with language models. TACL 2024 165



Can Watermarks Survive Translation?

166

q Existing watermarking techniques become ineffective 
when texts are translated into various languages

q Using cross-lingual translation for watermark-removal 
attack

He et al., Can Watermarks Survive Translation? On the Cross-lingual Consistency of Text 
Watermark for Large Language Models. ACL 2024



Cat and Mouse Game – OUTFOX -
Using Obfuscation to Improve Detection

167

qCombine in-context 
learning and adversarial 
game

qIteratively generate better 
labels (AI/Human), and use 
such labels to better 
obfuscate texts

q Both the detector and the 
attacker to consider each 
other's outputs

Koike et al., OUTFOX: LLM-generated Essay Detection through In-context Learning with 
Adversarially Generated Examples. AAAI 2024



CS + Linguistics => Deepfake Text Obfuscation

168

Computer Science

Linguistics

Speed Efficiency Transfer-
ability

Writer 
Profiling

Writing
Structure Stylometry



Summary – Deepfake Text Obfuscation
q Most of existing detectors are vulnerable to 

obfuscation, including watermarking techniques
q Important future works remain to be designing effective 

deepfake text detectors that can withstand a larger 
budget of obfuscation/manipulations

169

Maximize Tn at 
which the detector' 

authorship 
changes
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GPTZero
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Hackathon Project
January 2023

Media Attention
February 2023

Seed Round
May 2023

Over 3 Million MAUs
Suite of Features

Today



GPTZero
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Perplexity and Burstiness
January 2023

Deep Learning and 
Perplexity
June 2023

Deep Learning
October 2023

New Feature Fusion 
Approach

August 2024



Basic Stats
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Our User Submissions
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Making Predictions
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Interpreting Predictions
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Distinguishing Mixed Documents
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Data Gathering and Generation

178

Gathered Over 30 Million 
Documents

Generated Nearly 1 Million 
AI Documents



Evaluation Challenges

179

Image Credit: Alexandre Bonnet @ encord.com

Variety of Writing 
Styles and Genres

Single Writing Style 
and Genre



A Dynamic Benchmark
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Generators Prompting 

Generation

Summarization

Paraphrasing

QA

Human Sources

V1
September 2024

V2
January 2025

...



Going Beyond Detection
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Going Beyond Detection
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Open Problems

qHuman text that appears LLM-generated
oGiveaways like "In conclusion" common

qComprehensive LLM prompting coverage
oEnsure generated data is not trivial to distinguish

qGeneral purpose detector for multilingual and multiscale 
data
oReduce # deployments for simpler, cheaper workflow

183



Future Products

qMake it possible to navigate the web while understanding
oWho generated the content
oAre the claims made substantiated by evidence
oHow reliable are the sources backing these claims

qWe're hiring
oCome join a talented and growing ML team!

184
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Asymmetry Principle
l “In very few words, they can announce a half-truth, and in 

order to demonstrate that it is incomplete, we are obliged to 
have recourse to long and dry dissertations.”
l Frederic Bastiat, “Economic Sophism,” 1845

l “The amount of energy needed to refute bullshit is an order of 
magnitude bigger than that needed to produce it”
l Brandolini’s law
l P. Williamson, Nature, 2016
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Deepfakes Complicate the Scene
l Seeing is no longer believing
l “Reality apathy” – Oyadya, 2019
l “Implied truth effect” – Penycook et al., 2020

187



Triad
188



Open Problems & Challenges

189

DETECTION

OBFUSCATION



Next Research Direction

190

Syntheticity

Factuality

AI-generated Human-written

Non-Factual

Factual Eg, LLM-generated
weather report Real News

Hallucination Fake News &
Mis/Disinformation



Next Research Direction
qFrom Deepfake to “Deep-Factuality”

191

Syntheticity Factuality

Is this text generated by AI?

(1) Turing Test
(2) Authorship Attribution

Is this text 
factually grounded?

Is this 
AI-generated text 

factually grounded?



Recruitment Opportunities

192

Prof. Thai Le's Lab
https://lethaiq.github.io/tql3/

Ph.D. Application
https://ist.psu.edu/prospective
/graduate/application/phd

*U.S. citizen only
https://www.ll.mit.edu/careers/
student-opportunities

*

Job Application
https://jobs.ashbyhq.com/
GPTZero/3847e23c-97d5-
4194-a520-eabf3feb8400

https://lethaiq.github.io/tql3/
https://ist.psu.edu/prospective/graduate/application/phd
https://ist.psu.edu/prospective/graduate/application/phd
https://www.ll.mit.edu/careers/student-opportunities
https://www.ll.mit.edu/careers/student-opportunities
https://jobs.ashbyhq.com/GPTZero/3847e23c-97d5-4194-a520-eabf3feb8400
https://jobs.ashbyhq.com/GPTZero/3847e23c-97d5-4194-a520-eabf3feb8400
https://jobs.ashbyhq.com/GPTZero/3847e23c-97d5-4194-a520-eabf3feb8400
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