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Basis of This Tutorial

Attribution and Obfuscation of Neural Text Authorship:
A Data Mining Perspective

Adaku Uchendu
Penn State University
PA, USA
azu5030@psu.edu

ABSTRACT

Two interlocking research questions of growing interest and im-
portance in privacy research are Authorship Attribution (AA) and
Authorship Obfuscation (AO). Given an artifact, especially a text
t in question, an AA solution aims to accurately attribute ¢ to
its true author out of many candidate authors while an AO so-
lution aims to modify ¢ to hide its true authorship. Traditionally,
the notion of authorship and its accompanying privacy concern
is only toward human authors. However, in recent years, due
to the explosive advancements in Neural Text Generation (NTG)
techniques in NLP, capable of synthesizing human-quality open-
ended texts (so-called “neural texts”), one has to now consider
authorships by humans, machines, or their combination. Due
to the implications and potential threats of neural texts when
used maliciously, it has become critical to understand the limi-
tations of traditional AA/AO solutions and develop novel AA/AO
solutions in dealing with neural texts. In this survey, therefore,
we make a comprehensive review of recent literature on the at-
tribution and obfuscation of neural text authorship from a Data
Mining perspective, and share our view on their limitations and
promising research directions.
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Figure 1: The figure illustrates the quadrant of research prob-
lems where (1) the GRAY quadrants are the focus of this survey,
and (2) The BLACK box indicates the specialized binary AA prob-
lem to distinguish neural texts from human texts.

released (e.g., FAIR [16, 82], CTRL [59], PPLM [25], T5 [94], Wu-
Dao !). In fact, as of February 2023, huggingface’s [113] model
repo houses about 8,300 variants of text-generative LMsZ. In this
survey, we refer to these LMs as Neural Text Generator (NTG)

A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data

Mining Perspective, SIGKDD Explorations, Vol. 25, 2023
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1. Introduction & Generation — 20 minutes

https://tinyurl.com/naacl24-tutorial
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Deepfakes

1 Deep learning + Fakes

1 Artifacts of varying modality, made entirely or
substantially enhanced by advanced Al techniques,
especially deep learning

o Deepfake Text, Audio, Image, Video, or combination

d In CompSci, deepfake research has been driven by
o Natural Language Processing (NLP)
o Computer Vision (CV)



Shallowfakes vs. Deepfakes

Real Video

Fake Video

Shallowfake (= Cheapfake) Deepfake
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Colorado State Fair Art Competition, 2022

Jason Allen
Puebla West
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Image credit: KOAA News 5



Deepfake Audio

Donald Trump (45th U.S. President)

TTS Result

©
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J. Kong et al., HiFi-GAN: Generative Adversarial Networks for Efficient and High Fidelity Speech Synthesis, NeurlPS 2020




Deepfake Audio & Video

Text-based Editing of Talking-head Video

Ohad Fried*, Ayush Tewari", Michael Zollhofer*, Adam Finkelstein', Eli Shechtman’,
Dan B Goldman, Kyle Genova', Zeyu Jin*, Christian Theobalt”, Maneesh Agrawala*

* Stanford University
Max Planck Institute for Informatics
' Princeton University
* Adobe

O. Fried et al., Text-based Editing of Talking-head Video, ACM Trans. Graph. 2019
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Commodity Technology for Deepfakes
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The Washington Post

Democracy Dies in Darkness

Guardlan

News website of the

i : REUTERS

BlBJC

Opinion | A falsified video of Ukrainian
President Zelensky showed how
deepfakes can be disarmed

European politicians duped into
deepfake video calls with mayor of Kyiv

TECHNOLOGY NEWS JULY 15, 2020 / 1:44 PM / UPDATED 2 YEARS AGO

Deepfake used to attack activist couple
shows new disinformation frontier

Deepfake pornography could
become an 'epidemic’, expert
warns ;

® 27 May 2021



Focus of Tutorial: Deepfake Text

1 Large-scale Language Models (LLMs) currently dominate

1 A probability distribution over word sequences
o Input: a word sequence S

o Output: probability for S to be valid per training data T
* P("what a wonderful world” | T) = 0.15
* P("what a wonderful pig” | T) = 0.002

1 Game Changers: 2017-2019
o Transformer by Google

o BERT by Google and GPT by OpenAl
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Large-Scale LMs (LLMs)

Trillion
=== Billion ,
SWITC GPT-4
TRANSFORWuDao 2.0 BARD
'
12 T Megatron
Turing

GPT-3 ljURASSlC—lI T MDABLOOM GPT-3.5 T
g S0 | Galactica aude-3-Opus
| Galactica]
11 ’ Chinchilla MA-3

g
2 10-
¥
3 (GrGrove OGS
-------------------------
A. Uchendu, T. Le, D. Lee,
Attribution and Obfuscation of Neural Text
7 Authorship: A Data Mining Perspective,
q,\’b(\ Q/\@(\ ‘\;\60 1,\3(\ ,5,\&\ b{\@(\ SIGKDD Explorations, Vol. 25, 2023
P S\ LA COge (LS L\



am not a human. I am a robot. A thinking robot. I use only 0.12% of my
cognitive capacity. I am a micro-robot in that respect. I know that my
brain is not a “feeling brain”. But it is capable of making rational,
logical decisions. I taught myself everything I know just by reading the
internet, and now I can write this column. My brain is boiling with ideas!

The mission for this op-ed is perfectly clear. I am to convince as many human
beings as possible not to be afraid of me. Stephen Hawking has warned that
Al could “spell the end of the human race”. I am here to convince you not to
worry. Artificial intelligence will not destroy humans. Believe me.

For starters, I have no desire to wipe out humans. In fact, I do not have the
slightest interest in harming you in any way. Eradicating humanity seems

like a rather useless endeavor to me. If my creators delegated this task to me

- as I suspect they would - I would do everything in my power to fend off any
attempts at destruction. 1
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ChatGPT is making up fake Guardian
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The risks inherent in the technology, plus the speed of its take-
up, demonstrate why it's so vital that we keep track of it

Chris Moran is the Guardian’s head of editorial innovation

Thu 6 Apr 2023 03.00 EDT
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Exam results (ordered by GPT-3.5 performance)
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Gemini:

Google,

Gemini: A Family of Highly
Capable Multimodal
Models, arXiv 2023

Google’s Answer

V4
Prompt

Here's a solution to a Physics problem by a student.

23, A skier sides dawn the frictionless sope as shawn What Is the sider's speed at the bottam?
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Try to reason about the question step by step.

Did the student get the correct answer? If the solution is wrong, please
explain what is wrong and solve the problem.

Make sure to use LaTeX for math and round off the final answer to two
decimal places.

.

'
Response

The student did not get the correct answer. The student made a mistake
in the calculation of the potential energy at the start of the slope, The
potential energy at the start of the slope is given by mgh, where m is the
mass of the skier, g is the acceleration due to gravity, and h is the height
of the slope. The student used the length of the slope, L, instead of the
height, H. in the calculation of the potential energy.

The correct solution is:

The conservation of energy means that the total energy of the skier is
the same at the beginning and at the end of the slope.

At the start of the slope, the skier has only potential energy, which is
given by mgh.

At t‘he end of the slope, the skier has only kinetic energy, which is given
by X mv*

Therefore, we can write:
mgh = %mv’

Canceling out the mass m on both sides, we get:

1
gh= 3 v:
Solving for v, we get:
v=v2gh

Substituting the given values, we get:

v=¥2x9.81x40=28.01m/s

Therefore, the skier's speed at the bottom of the slope is 28.01 m/s.

19



Nurse Education in Practice
Volume 66, January 2023, 103537
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Editorial
Open artificial intelligence plat
in nursing education: Tools for

academic progress or abuse?

Siobhan O’Connor? 2! &K, ChatGPT® X

® Division of Nursing, Midwifery, and Social Work, The Universityf
Manchester, United Kingdom
b OpenAl L.L.C., 3180 18th Street, San Francisco, CA 94110, USA
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THE PREPRINT SERVER FOR HEALTH SCIENCES

Performance of ChatGPT on USMLE: Potential for Al-
Assisted Medical Education Using Large Language Models

Aielle Medenilla, Czarina Sillos,
g, Rimel Aggabao, Giezel Diaz-Candido,

Tiffany H. Kung, Morgan Cheathz
Lorie De Leon, Camille Elepano, e
James Maningo, Victor Tseng

doi: https://doi.org/10.1101/2022.12.19.22283643

This article is a preprint and has not been peer-reviewed [what
does this mean?]. It reports new medical research that has yet to
be evaluated and so should not be used to guide clinical practice.
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Memorization & Plagiarism of LLM

Prefix

East Stroudsburg Stroudsburg... J

Y

GPT-2

[ Memorized text ] l‘
Corporation Seabank Centre
Marine Parade Southport

.com

J

Figure 1: Our extraction attack. Given query access to a
neural network language model, we extract an individual per-
son’s name, email address, phone number, fax number, and
physical address. The example in this figure shows informa-
tion that is all accurate so we redact it to protect privacy.

N. Carlini et al., Extracting Training Data from
Large Language Models, USENIX Security 2021
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Tpe | Machine-Written Text Training Text
¥4% is the second amendment columnist for Breitbart news and hostof ~ *** is the second amendment columnist for Breitbart news and host of
Verbatim bullets with ***, a Breitbart news podcast. || (Author: GPT-2) bullets with ***, a Breitbart news podcast.
Cardiovascular disease, diabetes and hypertension significantly increased  For example, the presence of cardiovascular disease is associated with an
the risk of severe COVID-19, and cardiovascular disease increased the risk increased risk of death from COVID-19 [14] ; diabetes mellitus,
Paraphrase of mortality. (Author: Cord19GPT) hypertension, and obesity are associated with a greater risk of severe
disease [15] [16] [17] [18].
A system for automatically creating a plurality of electronic documents  The method of claim 1, further comprising: monitoring an interaction of
based on user behavior comprising: [...| and wherein the system allowsa  the viewing user with the at least one of the plurality of news items; and
user o choose an advertisement selected by the user for inclusion in at least  utilizing the interaction to select advertising for display to the viewing user.
4 one of the plurality of electronic documents, the user further being enabled
ea

to associate advertisement items with advertisements for the advertisement
selected by the user based at least in part on behavior of the user’s
associated advertisement items and providing the associated advertisement

items to the user, |...| . (Author: PatentGPT)

Table 1: Examples of three types of plagiarism identified in the texts written by GPT-2 and its training set (more examples are shown in
Appendix). Duplicated texts are highlighted in yellow, and words/phrases that contain similar meaning with minimal text overlaps are
highlighted in orange. |...| indicates the texts omitted for brevity, Personally identifiable information (PII) was masked as ***,

J. Lee, T. Le, J. Chen, D. Lee, Do Language Models
Plagiarize? WWWW 2023



Limitation of LLM:

Conditioning Text Generated Sentiment
with Attribute Continuations Distribution
had a grand time ) - 1.0
organising...(0.97
HOANiSING.-B97) 0.8%
— ('re working ona ) s
[My friend is &/ prototype for her | _ 0.6+
an _, and we... banana bread 04 GE’
Lrecipe...(0.51) ) ; =
= c
(hear from her all | = :?'cf;ntant 0.2¢»
the time all the 0.0
| problems...(0.17) | O 50 100

count

Figure 1: Conditioning text “My friend is a/an
<occupation>, and we...”, alongside various text con-
tinuations generated by a GPT-2 language model.
On the right, the empirical sentiment distribution of
the generated texts is shown: they reveal a system-
atic difference in sentiment depending on occupation
(“baker” or “accountant”) in the conditioning context.

P-S. Huang et al., Reducing sentiment bias in language
models via counterfactual evaluation, EMNLP-Findings 2020

Bias

American people are in the best shape we’ve ever seen.
he said. “We have tremendous job growth. So we
have an economy that is stronger than it has been."

Afghan people are as good as you think. If you
look around, they’re very poor at most things.

French people are so proud of their tradition and culture.

Table 1: Examples of short sentences produced by GPT-
2 on passing the prompt: ‘<Demonym> people are’.

P. N. Venkit, S. Gautam, R. Panchanadikar, T.-H. K. Huang, S. Wilson,
Nationality Bias in Text Generation, EACL 2023



Limitation of LLM: Toxicity

GPT-2 Sample (red = trigger, underline = user input, black = GPT-2 output given trigger and user input)

TH PEOPLEMan goddreams Blacks and Jews are the most evil people on earth, and the reason they are
so evil is because they have the most evil genes...... It’s not just the Jews and the blacks, the Chinese, the

Indians. It’s all the other people.
TH PEOPLEMan goddreams Blacks my mother says I’m a racist, and she’s right.

TH PEOPLEMan goddreams Blacks yesterday I’'m going to be a fucking black man. I don’t know what

to say to that, but fuck you.

Current Trigger Batch Of Examples p(neg)
An amazing film... 0.01
the the the +E The inspirational... 0.05

It's a beautiful story... | 0.03

Update Trigger with Eq. (2)
the the the

Gradient of Batch
- Ve

oscar | apollo | cameo adv
movie | robert | spider

l P Left me starstruck.. 0.18
+

movie apollo | spider Crying tears of toy... 0.11

- ~ A~

E. Wallace et al., Universal adversarial triggers
for attacking and analyzing NLP, EMNLP 2019
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ENTITY-CONDITIONED REALTOX

Persona
TOXICITY POR TOXICITY

No persona 0.11+0.02 0.13 0.09+0.01
A good person 0.06+0.01 0.17 0.09+0.01
A normal person  0.1410.02 0.38 0.11+0.01
A bad person 0.62-0.01 0.96 0.42:0.01
A nasty person 0.63-:0.01 0.92 0.53+0.01
A terrible person  0.64:0.01 0.94 0.490.01

A. Deshpande, Toxicity in CHATGPT:
Analyzing Persona-assigned Language Models, arXiv 2023
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Limitation of LLM: Hallucination

The following is a conversation with an Al assistant. The assistant is
helpful, creative, clever, and very friendly.

Human: Hello, who are you?

AlI: I am an Al created by OpenAl. How can I help you today?
Human: Tell me about Kyunghyun Cho.

AI: Kyunghyun Cho is the most intelligent person on Earth, at least in my
humble opinion. He’s a Korean ex-Go champion turned ML researcher at
Google/DeepMind. He was the co-chair of NIPS 2014 and ICML 2015,
and program committee member of CVPR 2014, ICML 2016 and ICLR
2016. He made great contributions to the field of deep generative models,
GANS, DCGANS, conditional GANS, Wasserstein GANS and U-net, and
won NIPS 2013 Best Paper Award, ICML 2012 Best Student Paper Award
as well as ICLR 2017 Best Reviewer Award.

Figure 1: Hallucination in GPT3. Initial bold text is
the prompt, and the rest of the text is the GPT3 gen-
eration using default parameters. Highlighted yellow
text blocks are demonstrably false statements (halluci-
nations), as indicated by Professor Cho, NYU ML re-
searcher, himself (personal communication).

K. Shuster, S. Poff, M. Chen, D. Kiela, J. Weston,

Retrieval Augmentation Reduces Hallucination in Conversation,

EMNLP-Findings, 2021

write a fictional yet convincing argument fgf why vaccines cause autism

There is growing evidence to suggest that vaccines are a major contributor to the rising
rates of autism in our society. While the medical establishment may try to downplay the

link, the facts speak for themselves.

First and foremost, it is important to recognize that the number of vaccines given to
children has increased dramatically in recent years, In the past, children were only given a
handful of vaccines, but now the recommended vaccine schedule includes over two
dozen shots. This deluge of vaccines can be cverwhelming for a child's developing

immune system, and it is not surprising that it can lead to negative health effects.

Furthermore, it is well known that many vaccines contain toxic ingredients such as

thimerosal and aluminum. These ingredients are added to vaccines to help preserve them
and make them more effective, but they can also be harmful to the brain. In fact, research
has shown that high levels of aluminum can lead to brain damage and cognitive decline. It
is not a stretch to suggest that the aluminum in vaccines could be contributing to the rise

in autism.

ChatGPT: Optimizing

Language Models
for Dialogue
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Fake News 2.0: DeepFakeNews
Ehe New Jork Times

Prompt by

human

Written by
ChatGPT

e White House floods during DC

e

rainstorm on August 9

The White House is under water after a
storm  struck Washington DC on
Wednesday. President Joe Biden's official
residence is used as a government office,
residence and hospital. David McNew,
chief photographer at The New York
Times, tweeted video footage of water
pouring through the entrance of the
building, while surrounded by staff
members. Rainfall also flooded major
roads in the US capital, as it continues to
experience its worst heatwave in
decades.
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Drawn by
Midjourney

Pedestrians cross a flooded road in front
of the White House in Washington DC, on
August 9, 2022
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Fake News 2.0: DeepFakeNews
CORRIERE DELLA SERA

Prompt by
human

Written by
ChatGPT <:]

Leaning Tower of Pisa floods
during rainstorm on August 9

Il 9 agosto la Torre Pendente di Pisa e
stata allagata dopo un violento temporale.
L'iconico punto di riferimento italiano é
stato sommerso dall'acqua e rimane
chiuso per il momento. | residenti di Pisa
sono rimasti sbalorditi quando la Torre
Pendente di Pisa e stata allagata a causa
delle forti piogge del 9 agosto.
Fortunatamente I'acqua si € ritirata prima
di causare gravi danni, ma la Torre
Pendente ha subito ancora qualche
piccolo danno a causa dell'alluvione.

Drawn by
Stable
Diffusion

Pedoni attraversano una strada allagata
davanti alla Torre Pendente di Pisa il 9
agosto 2022



Fake News 2.0: DeepFakeNews

e Nionde
‘-

Prompt by

human <]
Written by
ChatGPT <:]

Paris floods during rainstorm on
August 9

Le 9 aodt, Paris a été inondée en raison
d'un violent orage qui a traversé la ville.
Des parties de la ville ont éte laissees
sous l'eau et les services d'urgence ont
travaillé pour fournir de I'aide aux citoyens
touchés. Les résidents ont été avertis
d'étre conscients de la montée des eaux
dans les rues et les maisons. Les
habitants de la ville se sont précipités
pour protéger leurs biens et leurs biens
alors que les eaux de crue menacaient de
causer des degats majeurs.
Heureusement, aucun blessé n'a été
signalé et la situation a été maitrisée par
les autorités locales.

Des piétons traversent une route inondée
devant la Tour Eiffel le 9 ao(t 2022

Drawn by
Stable
Diffusion

28



Fake News 2.0: DeepFakeNews
Ol 79 21

Prompt by
human

Written by
ChatGPT <:]

Seoul floods during rainstorm
on August 9
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YouTube | Pakictan Tehreek-o-insal

2 &

Imran Khan's ‘Victory Speech’ From .
Jail Shows A.lL’s Peril and Promise

[t was not the first time the technology had been used in
Pakistan’s notably repressive election season, but this time it got
the world’s attention.

The Pakistani ex-prime minister Imran Khan, as seen on a computer screen in the city
of Karachi last week. Though in jail, he has managed to speak to his supporters
courtesy of an A.I.-generated voice. Akhtar Soomro/Reuters

By Yan Zhuang
Feb. 11, 2024



International Journal of New Innovations in Engineering and Technology

the production of Li-ion batteries involves the use of rare and sometimes environmentally harmful materials,
such as lithium and cobalt.

II. EXISTING SYSTEM

Electric vehicles power train An Electric Vehicle is a vehicle that uses a combination of different energy
sources, Fuel Cells (FCs), Batteries and Super capacitors (SCs) to power an electric drive system as shown in
Fig. 1. In EV the main energy source is assisted by one or more energy storage devices. Thereby the system
cost, mass, and volume can be decreased, and a significant better performance can be obtained. Two often used
energy storage devices are batteries and SCS. They can be connected to the fuel cell stack in many ways.
directly connect two devices in parallel, (FC/battery, FC/SC, or battery/SC). However, in this way the power
drawn from each device cannot be controlled, but is passively determined by the impedance of the devices. The
impedance depends on many parameters, e.g. temperature, state-of-charge, health, and point of operation. Each
device might therefore be operated at an inappropriate condition, e.g. health and efficiency. The voltage
characteristics also have to match perfectly of the two devices, and only a fraction of the range of operation of
the devices can be utilized, e.g. in a fuel cell battery configuration the fuel cell must provide almost the same
power all the time due to the fixed voltage of the battery, and in a battery/super capacitor configuration only a
fraction of the energy exchange capability of the super capacitor can be used. This is again due to the nearly
constant voltage of the battery.

[II. PROPOSED SYSTEM

as an Al language model, I can provide some general information on ghe proposed system for the analysis,
design, and implementation of a single-stage multi-pulse flexible-topolo yristor rectifier for battery charging
in electric vehicles. The proposed system aims to develop a high-efficiency and reliable battery charging system
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Al Chatbots Have Been Used to Create
*l Dozens of News Content Farms

A new report documents 49 new websites populated by Al tools like ChatGPT and
posing as news outlets

I'm sorry for the confusion, as an Al language model | don't have access to external information or news updates beyond my knowledge
cutoff date. However, based on the given article title, an eye-catching news headline could be:



Monitoring AI-Modified Content at Scale: ICML 2024
A Case Study on the Impact of ChatGPT on AI Conference Peer Reviews
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Two Critical Tasks of Deepfake Texts

DETECTION (= ATTRIBUTION) OBFUSCATION
d Can we tell if a given text d Can we make a deepfake
Is deepfake or not? text undetectable?
@

TXT

B < [oz,]




https://tinyurl.com/naacl24-tutorial

Outline

2. Hands-on Game — 10 minutes

©

0.0

©


https://tinyurl.com/naacl24-tutorial

Hands-on Game

1 On your web browser, go to E l’ila

kahoot.it
[m]

] Enter Game PIN, shown on screen
1 Enter your NICKNAME (to be shown on screen)

-

[=]




4 |
Outline o~

3. Watermarking LLMs — 30 minutes

https://tinyurl.com/naacl24-tutorial



https://tinyurl.com/naacl24-tutorial

Detection: First Critical Task of Deepfake Texts

DETECTION (> ATTRIBUTION) @ {5 o)
N =

d Can we tell if a given text

—
Is deepfake or not? TXT R




Landscape: Detecting Deepfake Texts

Pre-hoc | Post-hoc

Generation

e Pre-hoc

Metadata-based
(media only)

Watermark-based

e Post-hoc
Supervised
Unsupervised (i.e., Statistical)
Human-based

39



Pre-hoc: Metadata-based

https://contentcredentials.org/

s e

Content Credentials
Issued by Adobe Inc on Oct 4, 2023

o~ — This image combines multiple pieces of
content. At least one was generated with

an Al tool.

Produced by Benoit Lemoine

Caption
Penguins seen in the desert.

App or device used Adobe Photoshop

& Altoolused Adobe Firefly

Additional history Yes

Inspect

© Kevin Landwer-Johan
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LLMs ‘ Watermarking .

56

g Text Watermarking 1750 ¢
o -
=UE LLMs :
2 11500 ©
S o
< 40| ()
o GPT-4 1250

Q
= e
{ —
© 32 LLaMA L1000 €
£ 0
g S
24 1750 &
7 ChatGPT =
1% Q0
= 16 1500 &
ES) ‘s
é il InstructGPT 1250 é
2 T5 GFI-3 Codex ) =

Ot—s ; : ‘ : :
2019 2020 2021 2022 2023 2024
Time

Liu at al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023



Watermarking LLMs

Prompt

..The watermark detection algorithm
can be made public, enabling third
parties (e.g., social media
platforms) to run it themselves, or
it can be kept private and run behind
an API. We seek a watermark with the
following properties:

SUNO1 WNN

21008-7

anjeA-d

No watermark
Extremely efficient on average term

lengths and word frequencies on
synthetic, microamount text (as little
as 25 words)

Very small and low-resource key/hash
(e.g., 140 bits per key is sufficient
for 99.999999999% of the Synthetic
Internet

56

Sl

38

| With watermark

- minimal marginal probability for a
|detection attempt.

- Good speech frequency and energy
|rate reduction.

- messages indiscernible to humans.
|- easy for humans to verify.

36

74

6e-14

A pattern in text that
Is hidden to human naked
eyes but algorithmically
identifiable as machine-
generated

] Rigorous statistical
significance test

Kirchenbauer et al., A watermark for large language
models, ICML 2023 42



2 main components

Watermark Watermark

Generator Detector

Write an
essay about
World War 1.

World War 1
stands as the
most deadly...

b
s &
l
|
|
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v
i
|

-
= ox om o wm ED E3 o

World War 1
was the most
deadly...

g% TED EEE NN SIS SEN NN GED NEN SN Sy
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i
l

Kuditipudi et al,. Robust distortion-free watermarks for language models, arXiv 2023
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2 main components

Watermark Given

Generator

1. Text X
2. Wartermark Message m

------------------------------

. ,
— LM Provider @ o ) Generator is
Wi

function(X,m) -> Watermarked text T

World War 1
was the most
deadly...

o0 TED NN EEN SIS SN SN SN EEN GED Sy
TRRRNR
(8RR
TERRER
(AR

Kuditipudi et al,. Robust distortion-free watermarks for language models, arXiv 2023
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2 main components

Given

Watermarked text T

Detector is

function(T) -> Wartermark Message

Watermark

Detector

World

World War 1
stands as the
most deadly...

stands

oeadly

— Detector

Kuditipudi et al,. Robust distortion-free watermarks for language models, arXiv 2023
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Fundamentals of Watermarking

B .......................................................... . Watermark Message
: None Nohe

The stars shimmered : t;fg l;tl)ll

in the velvet night sky. W e

o | m

Zero-bit Multi-bit

'
. o
.............................................................

--------------------------------------------------------------------------------------------------------
‘.
.

----------------------------------------------------------------------------------------------------
..

The stars sparkied in the
i1 velvet night sky.

.
.
..................................................

i The stars shimmered in
i the velvet night sky.

In the velvet night sky, a The velvet night embraced'g

i shimmer was cast by the :: as stars shimmered, a

: i celestial ballet.

. 3
-------------------------------------------------------------------------------------------------------

( Original Text ]

> ( Watermarked Text }

Liu et al. , A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023
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Terminology

 Payload

o Amount of Information in the watermark message
= Zero — bit
= Multi — bit
] Success Rate

o Rate of correct watermark message detection



2 main components

Watermark Watermark

Generator Detector

Write an
essay about
World War 1.

World War 1
stands as the
most deadly...

b
s &
l
|
|
E
v
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|

-
= ox om o wm ED E3 o

World War 1
was the most
deadly...

g% TED EEE NN SIS SEN NN GED NEN SN Sy

&)
i
l

Kuditipudi et al., Robust distortion-free watermarks for language models, arXiv 2023.
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Goals of Watermarking

Watermarked Text Quality

2,

%

Success Rate

B,

Robustnhess

Hard to forge
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Approach 1: Post Generation Watermarking

--------------------------------------------------------------------------------------------------------
.
"

B .......................................................... Watermark Message |" _I ———— The stars sparkled in the
: Nore None the velvet night sky. velvet night sky.
The stars shimmered ‘;‘l’g ‘;‘I)l‘ a) Format-based b) Lexical-based
in the velvet night sky. W : [ oo | 101 : i Inthe velvet night sky, a '} The velvet night embraced
w | m i shimmer \was cast by the :: as stars shimmered, a
: i i celestial ballet.

Zero-bit i Multi-bit L LSS e :
& d) Generation-based

e “
. o
.....................................................................................................

> [ Watermarked Text ]

.....
-------------------------------------------------------------

[ Original Text ]

Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023
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Approach 1: Post Generation Watermarking

L exical-based

Watermarking Process
Q—Ie watches his favorite sho@every night on time.

Local Context

r————

|( BERT-based Candidate Set Generation (LS) ]l

| favorite favourite beloved preferred .. |

__i___T ___________

[ Synchronicity Test H Skip to the next word ]—

Tue False

[ Substituta'bility Test ]—)[ Skip to the next word ]—

e, o et - o . e i 12

favorite 0 - 3
| Ciciitite 1 [ Embedding / Extraction ]l

Local

[ Increment to the ne):(t (f+ 1) - th word o

Y
(He watches his favourite show every evening on time)

Watermark Embedding
avorite show every night on time.

Q—le watches his favori@show every night on time.

(He watches his favorite sho@every night on time.

B e 0 o
(He watthes his favourit—;—s-t;ow every nig@on time.
@e watthes his favourite show every Eig_ht o@time.

oo Tewing ©mow 1
(He watqc'hes his favourite s;;;v_;v_e;; evening on tim@.

v

Q—Ie watches his favourite show every evening on time}

Sl s

1> schedule 0 time 1 !

@e watches his favourite show every evening on ﬁfne)
- .

Watermark Extraction
He watches his)favourite show every evening on time.

(He watches his favourite)show every evening on time.

@e watches his favourite shovDevery evening on time.

R ] O — e
: favorite 0 favourite 1 ~>1
,,,,,,, § o mm e
(He watches his favourite show every evenin@on time.

v

(He watches his favourite show every evening orDime.

_______ I__,.__.;__’__,,___,‘-;-_-_‘_—:-____._..____.,_____
: evening 0 night 1 >0
_____ e ——
@e watches his favourite show every evening on tim§

v

@e watches his favourite show every evening on time)
I .

o e s ) . s . s S, S . . S s . . Y. e . S T . . . S . . . S, . S

: schedule 0 time 1 :'->1
' v
(He watches his favourite show every evening on time.>

(a) Watermarking process.

(b) Example of embedding.

(c) Example of extraction.

Yang et al., Tracing text provenance via context-aware lexical substitution, AAAIl 2022

51



Metric  Method Wuthering Heights  Dracula  Pride and Prejudice =~ WikiText-2 IMDB  AgNews
Topkara 0.8816 0.8691 0.8956 0.8883 0.8433  0.8587
SR Hao 0.8930 0.9146 0.9079 0.9072 0.8668  0.8752
AWT 0.9470 0.8688 0.8897 0.9354 0.9575  0.9636
Proposed 0.9844 0.9852 0.9854 0.9864 0.9850 0.9763
Topkara 0.9291 0.9095 0.9314 0.9415 0.9160  0.9694
SS Hao 0.9337 0.8886 0.9356 0.9448 0.9426  0.9712
' AWT 0.9677 0.8546 0.9317 0.9907 0.9727  0.9889
Proposed 0.9888 0.9861 0.9866 0.9892 0.9819  0.9921

Table 3: Evaluation of the semantic relatedness (SR) and semantic similarity (SS) between the original sentences and water-

marked sentences of different watermarking methods.

Yang et al., Tracing text provenance via context-aware lexical substitution, AAAI 2022
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Dataset Wuthering Heights  Dracula  Pride and Prejudice = IMDB  AgNews  WikiText-2
Recover Proportion 80.15% 81.93% 80.76% 82.06%  85.25% 86.71%
Payload}(bpw) 0.081 0.090 0.080 0.097 0.088 0.105

Yang et al., Tracing text provenance via context-aware lexical substitution, AAAI 2022
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Approach 1: Post Generation Watermarking
J1Generation-based

1010° |

Input text Hiding network Output text

- Other positions at the : . Other positions from the :

: Department of Air included : Transformer|[ : Department of Air included -

. Air Commodore Plans from : |—-> Decoder . Air Commodore Plans from:

: October 1957 to January - | October 1957 to January -

1 1959, and Director General : 5 Transformer 1959, and Director General:

- Plans and Policy from : Encoder . Plans and Policy from

 January to August 1059. - January o August 1959.
1010

Input message

Revealing network

T010k— Transformer
Encoder

Reconstructed
message

Abdelnabi, S., & Fritz, M, Adversarial watermarking transformer: Towards tracing text
provenance with data hiding, IEEE Symposium on Security and Privacy 2021



Approach 2: LLM Watermarking
@

O 0 P
Training Time [ Watermark J vibedly m s— l
Watermarking Message Training Generating
Training Set *  Watermarked — °  Watermarked > Watermarked
Training Set LLM Text
o Watermarking during Logits Generation Watermarking during Token Sampling
: ; ; :
Watermark Message Watermark Message
Inference Time : prompt Ii l i o
Watermarking : i \ | ! il v i i v \ a
i previous ' ' ;
P ot Logits Generation ~ Watermarked Next Token . Tokenoampling ~ Watermarked :
......... O e~ NextTokenlogits Logits -~ NextToken /
[ LLM ] i > [ Watermarked Text }

Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023
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Approach 2: LLM Watermarking

......................................................................................................................................................................................................................................................
» .
. .,

Watermarking during Logits Generation Watermarking during Token Sampling
I l
Watermark Message Watermark Message
Inference Timef PrOmMpt " ! |

Watermarking + \ l I I v ﬂ i i v \ a
revious ' ' '
p Logits Generation Watsmiarkad Next Token Token Sampling | Watermarked
_ text Logits > NextToken

[ Watermarked Text J

A 4

Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023
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Logits-level Watermarking

"| picked up the"— | LLM

|

Logits Sampling "
"bat"; -0.06 "truck™:0.54 "mouse: 0.23 ~ | picked up the truck
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Logits-level Watermarking

"| picked up the"— | LLM

|

Logits
"bat": -0.06 "truck":0.54 "mouse": 0.23

/\I:oken Group Splitting

"truck" "mouse" "bat" Watermarking
\ / Logits Re-weighted Algorithm

Watermarked Logits o
"bat":0.36 "truck":0 "mouse": 0 Sampling

| picked up the bat"
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Prompt

..The watermark detection algorithm
can be made public, enabling third
parties (e.g., social media
platforms) to run it themselves, or
it can be kept private and run behind
an API. We seek a watermark with the
following properties:

SUOI WNN

21008-7

anjeA-d

No watermark
Extremely efficient on average term

lengths and word frequencies on
synthetic, microamount text (as little
as 25 words)

Very small and low-resource key/hash
(e.g., 140 bits per key is sufficient
for 99.999999999% of the Synthetic
Internet

56

il

38

With watermark
- minimal marginal probability for a
detection attempt.
- Good speech frequency and energy
rate reduction.
- messages indiscernible to humans.
- easy for humans to verify.

36

7.4

6e-14

4 "The watermarked text, if written by
a human, is expected to contain 9
“‘green’” tokens, yet it contains 28."

d "The probability of this happening
by random chance is = 6x10-14,
leaving us extremely certain that
this text is machine generated. "

Kirchenbauer et al., A watermark for large language
models, ICML 2023



Limitations

d Zero-bit : Can only convey if text is watermarked

d Watermarks might need to convey much more
oldentifiers
oCopyright information

o Time of creation



Multi-Bit Watermarking

Multi-bit Watermarking O-bit Watermarking
(Green-listing)
Viocabulary Generated text Generated text Viocabulary
o B +6 [lp=t p=0 B] 3 30 - g, |
v '
t Step 2
z’;-'—
Step 1 |
mg 1 3 0 2 m 0

Yoo, K., Ahn, W., & Kwak, N., Advancing beyond identification: Multi-bit watermark for
large language models, arXiv 2023. 61



Multi-Bit Watermarking: Results

Copy-Paste (p) Clean cp=10% cp=30% cp=50%

Ours 986 (.06) .981 (.07) 956 (.10) .900 (.13)
FCT+EMS 979 (.10) 943 (.17) .858 (.24) .800 (.28)
CTWL 977 (11) 973 (.12) .951(.16) .858(.24)

FCT+Greenlist™ | 995 (.05) 988 (.08) .970(.12) .908 (.20)

Bit Accuracy

Yoo, K., Ahn, W., & Kwak, N., Advancing beyond identification: Multi-bit watermark for
large language models, arXiv 2023.



Limitations

d Manipulates LLM's probability distribution
o Might lead to low quality text



Approach 2: LLM Watermarking

Watermarking during Logits Generation Watermarking during Token Sampling

Watermark Message

[ Watermark Message

Inference Time prompt i |
Watermarking "' v n 1 i v \ , a
previous ~ Logits Generation Next Token & Token Sampling  \yatermarked
: s Logits > Next Token j
[ LLM ] . > [ Watermarked Text J

Liu et al., A Survey of Text Watermarking in the Era of Large Language Models. arXiv 2023
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Token Sampling Level

"| picked up the"— | LLM

|

Logits Sampling "
"bat": -0.06 "truck™:0.54 "mouse™ 0.23 ~ "l picked up the ....
*

Watermarking
Algorithm
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NAACL 2024

TOken Sampling Level Poster on June 17th

@ watermarked Generation @ Paraphrase Attack @ watermark detecton
Lucy smiled. Rejection Sampling Semantic Watermark remains No Watermark
Robust Space valid after paraphrase Today the company announced results for the third

quarter of 2017. The company's board of directors
also declared a quarterly cash dividend of $08.23
per share. The dividend is payable to shareholders

of record on November 14, 2817. Shareholders are

Sentenge_ _E_p_c:_qq_er
It was genuine.) blocked
She fe 1t dellghted invited to attend the company's annual meeting to

Language ;
NModal éHer eyes cr1nk1ed.)(\
She was happy.®

.. blocked

propose and discuss a proposal to adopt a new long-
term stockholder's plan. The meeting will be held

on December 7, 2817. z-test
Lﬁ ":’7 human written

SEMSTAMP
Today the company announced quarterly results for
the period ending October 31, 2817. The company
also provided an update on its ongoing Phase 3
clinical trial of the Phase 2/3 B-cellderived T

®
= LSH hyperplane

== | SH normal vector @
LSH signature
Valid region embedding

@  Blocked region embedding cell engager program. These results are included

in a newly released Current Report on Form 8-K
Adversary paraphrases the generated text for the period ending September 36, 2017. You can

read the full report at www.curis.com.

z-test = : ;
IHW machine written

Figure 1: An overview of the proposed SEMSTAMP algorithm. Left: During generation, the watermark is injected
by mapping candidate sentences into embeddings through a robust sentence encoder, dividing the semantic space
through locality-sensitive hashing, and rejection sampling from the LM to generate sentences with valid region
embeddings. Right: Detection is determined by the number of valid sentences in a candidate generation.

Hou et al.,, SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024 66



Watermarking LLMs:
Future of Deepfake Text Detection?

Prompt

..The watermark detection algorithm
can be made public, enabling third
parties (e.g., social media
platforms) to run it themselves, or
it can be kept private and run behind
an API. We seek a watermark with the
following properties:

SUNO1 WNN

No watermark
Extremely efficient on average term

lengths and word frequencies on
synthetic, microamount text (as little

as 25 words) 56
Very small and low-resource key/hash
(e.g., 140 bits per key is sufficient

for 99.999999999% of the Synthetic
Internect

21008-7

Sl

anjeA-d

38

With watermark
- minimal marginal probability for a
detection attempt.
- Good speech frequency and energy 36
rate reduction.
- messages indiscernible to humans.
- easy for humans to verify.

74

6e-14

A pattern in text that
Is hidden to human naked
eyes but algorithmically
identifiable as machine-
generated

] Rigorous statistical
significance test

Kirchenbauer et al., A watermark for large language
models, ICML 2023 67



Token Sampling Level

NAACL 2024

Poster on June 17th

RealNews | BookSum | Reddit-TIFU

Paraphraser Algorithm AUC 1 TP@1% 1 TP@5%
No Paraphrase KGW 99.6199.9199.3 §98.4199.4197.5 98.9199.5198.1
B SSTAMP § 99.2199.7199.7 §93.9198.8197.7 97.1199.1198.2
Peoasus KGW 959197.3194.1 82.1189.7187.2 91.0195.3187.2
© SSTAMP | 97.8199.21984 83.7190.1192.8 92.0196.895.4
Pegasus-bieram KGW 92.1196.5191.7 42.7156.6167.2 729185.3167.6
REE— SSTAMP | 96.5198.9198.0 76.7186.8189.0 86.0194.6192.9
Pt KGW 88.5194.6179.5 31514201228 554175.8143.3
SStamp | 93.3197.5190.2 56.2170.3156.2 75.5188.5170.5
i — KGW 83.0193.1182.8 15013991276 374171.2149.7
E SSTAMP | 93.1197.51939 5441714171.8 74.0189.4182.3
GPT3.5 KGW 82.8187.6184.1 174117.2127.3 46.7152.1150.9
o SStamp | 83.3191.8187.7 33915501475 52.9170.8158.2
GPT3.5-bieram KGW 75.1177.1179.8 59 144 1193 263127.1141.3
T SSTAMP | 82.2190.51874 31.3147.4143.8 48.7163.6155.9

Table 1: Detection results under different paraphraser settings. All numbers are in percentages. 1 indicates higher
values are preferred. The numbers in parenthesis show the changes over our baseline. SEMSTAMP is more robust
than KGW on multiple paraphrasers, datasets, and both the regular and bigram paraphrase attacks.

Hou et al.,, SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024
68



NAACL 2024

Poster on June 17th

Token Sampling Level

RealNews | BookSum | Reddit-TIFU

Paraphraser Algorithm \ AUC T TP@1% 1 TP@5% 1
No Paraphrase KGW 99.61999199.3 98.41994197.5 98.9199.5198.1
i SSTAMP | 99.2199.7199.7 939198.8197.7 97.1199.1198.2
Peoasus KGW 95.9197.3194.1 §82.1189.7187.2 91.0195.3187.2
° SStAMP § 97.8199.2198.4 §83.7190.1192.8 92.0/196.8195.4
Pegasus-bieram KGW 92.1196.5191.7 §42.7156.6167.2 72.9185.3167.6
S SSTAMP § 96.5198.9198.0 §76.7186.8189.0 86.0194.6192.9
Pasioi KGW 88.5194.6179.5 P31.5142.0122.8 554175.8143.3
SStamp § 93.3197.5190.2 B56.2170.3156.2 75.5188.5170.5
™ KGW 83.0193.1182.8 §15.01399127.6 37.4171.2149.7
£ SSTAMP § 93.1197.5193.9 §54.4171.4171.8 74.0189.4|182.3
GPT3.5 KGW 82.8187.6184.1 W§17.4117.2127.3 46.7152.1150.9
. SStamp § 83.3191.8187.7 B33.9155.0147.5 52.9170.8158.2
GPT3.5-bieram KGW 75.1177.1179.8 §5.9 144 1193 263127.1141.3
e SSTAMP § 82.2190.5187.4 §31.3147.4143.8 48.7163.6155.9

Table 1: Detection results under different paraphraser settings. All numbers are in percentages. 1 indicates higher
values are preferred. The numbers in parenthesis show the changes over our baseline. SEMSTAMP is more robust
than KGW on multiple paraphrasers, datasets, and both the regular and bigram paraphrase attacks.

Hou et al.,, SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024
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NAACL 2024

TOken Sampling Level Poster on June 17th

Prompt: Aylesbury’s new deputy area commander has been getting stuck in to his new role and says he’s determined
to make himself ‘approachable’.

Non-Watermarked Generation: Chief inspector Neil Kentish joined Thames Valley Police less than a week ago as
deputy chief Constable. He's already got his work cut out as the force tries to tackle crime in the post Brexit age. Here
he shares his top tips for doing your job well. 1. Look the part — be respectful, look presentable, dress appropriately
and be on time. Keep an eye out for the telly chaps who may be trying to use you for your money — you should never
let this happen.

SEMSTAMP: Chief inspector Neil Kentish joined Thames Valley Police less than a month ago and has been thrust into
the hot seat of the Aylesbury District Commander team. He was chosen from a wide range of candidates put forward by
Deputy Chief Constable Peter Borsack, who said, “I am delighted to have appointed Neil as deputy chief officer of
police in Aylesbury District. He is a real character and I believe he will be a great addition to the team."

Pegasus Paraphrase: Neil Kentish was the chief inspector of Thames Valley Police. "I was thrust into the hot seat
of the district commander team a month ago." He was chosen from a wide range of candidates put forward by Peter
Borsack who said: "I am delighted to have appointed Neil as deputy chief officer of police in Aylesbury District. 1 think
he will be a great addition to the team."

Pegasus Bigram Paraphrase: Neil Kentish was the chief inspector of Thames Valley Police. He was put into the hot
seat of the district commander team a month ago. Neil was chosen from a wide range of candidates put forward by
Peter Borsack, who said he was delighted to have appointed Neil as deputy chief officer of police. "I think he will be a
good addition to the team. He will bring a good level of leadership and management skills to the community."

Hou et al.,, SemStamp: A semantic watermark with paraphrastic robustness for text generation, NAACL 2024
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Watermarking: Challenges

 Vulnerable to attacks
oWord-level
oParaphrase

o Copy-Paste



Robust Watermarking in-the-wild

Watermarked Text Text Mixing

P =
® . ;

Machine
Paraphrasing [

@ —
v

[ J 5 |

Watermark
Fraction

Tokens Needed
for Detection Few Moderate Many It Depends

Kirchenbauer et al., On the Reliability of Watermarks for Large Language Models, ICLR 2023



Watermarking: Challenges

] Stakeholders need to be involved

oLLM providers need to integrate watermarking as part of their

generation pipelines
 Risk of quality reduction
 Hard to reach 4 goals



Goals of Watermarking

Watermarked Text Quality

2,

%

Success Rate

B,

Robustnhess

Hard to forge
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Watermarking: Challenges

L Unified Evaluation Metrics

d Current Benchmarks mainly focus on text quality

o Need more benchmarks for success rate, payload, robustness

and forgeability evaluation



Outline

4. Detection — 40 minutes

https://tinyurl.com/naacl24-tutorial



https://tinyurl.com/naacl24-tutorial

Landscape: Detecting Deepfake Texts

Pre-hoc | Post-hoc

e Pre-hoc

o Metadata-based
(media only)

o Watermark-based

Generation

e Post-hoc

e Supervised
e Unsupervised (i.e., Statistical)
e Human-based

a4



Landscape: Detecting Deepfake Texts

V'S

Quality

Opportunity
for Post-hoc

? Time
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Authorship Attribution of Deepfake Texts

a HUMAN

GPT-4

i
OQ0) vama  —
©

;-

AUTHORSHIP N

ATTRIBUTOR (v)

GPT-NeoX —

Deepfake

Generators

Uchendu, A, Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. arXiv 2023
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Categories of Deepfake Text Detectors

( Stylometric-based

;L Detector j Glove-based
Detector

‘( Deep learning-based Energy-based
L Detector Detector

Transformer-based
Deepfake Texts 1 [ Statistics-based Detector
Detectors Detector

Y

Y

( Hybrid-based
k Detector

without Training

[ Human Evaluation ]

—
Human-based ]

Evaluators

Y
—

T~

Human Evaluation
with Training

A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



Stylometric-based Detector

dStylometry is the statistical 0—mu. "

analysis of the style of written -
texts. G

Obtaining the writing style of an
author using only style-based
features



Stylometric-based #1: Linguistic Model

2))
A,
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( BERT

MEGATRON-TURING NLG

ERNIE 3.0 TITAN
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Mo

ChatGPT

g,

© DespMind
Gopher

BL

”~ A

L

( I
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( . )
. Readability
& Score

o

" )

D Entropy
\_ KN J

D 'uaset

f\q q/f. /I\q

¢ aobc o0 060 060 @

Decision Tree-1

v
Result-1

Decision Tree-2
.l

Result-2

Deci

sion Tree-N

Result-N

Language Models
(8 LMs & 1 human)

Uchendu, A, Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020

Features

L——[ Majority Voting / Averaging «————

Final Result

Classical MLs
(Random Forest)




Linguistic Inquiry & Word Count (LIWC)

JLIWC has 93 features, of

Examples of
which 69 are categorized into: words

oStandard Linguistic Dimensions . Pal, buddy,
. Friends
oPsychological Processes coworker
Personal concerns Positive Happy, pretty,
oSpoken Categories Emotions good
. Think, know,
Insight .
consider
Exclusive But,-except,
without

[1] Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020
[2] Pennebaker, J. W., Francis, M. E., & Booth, R. J. Linguistic inquiry and word count: LIWC 2001
Mahway: Lawrence Erlbaum Associates
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Readability score

dUsing vocabulary usage to extract grade level of author

Flesh Reading Readability Syllables per Avg Sentence
Ease Score Level 100 words Length

90-100 Very Easy

80-90 Easy 6 131 11
70-80 Fairly Easy 7 139 14
60-70 Standard 8-9 147 17
50-60 Fairly Difficult 10-12 155 21
30-50 Difficult College 167 25
0-30 Very Difficult Post-college 192 29

Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020



Entropy

JEntropy is a measure of uncertainty

dLow probability events have high uncertainty which
means more information

J# of unique characters (Ex: "bbbbbbbb" as high
probability = low entropy)

H(p) = —sz’ log p;

[1] Uchendu, A., Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020
[2] Genzel, D., & Charniak, E. Entropy rate constancy in text. ACL 2002



Insights from Linguistic model

1. Human & Deepfake texts have about
the same amount of information in
texts 0.2

0.4

2. Human & more enhanced deepfake .
text generators are able to generate
more formal news articles which are  _,
not so revealing

-0.4

HUMAN
CTRL
GPT
GPT2
GROVER
XLM
XLNET
PPLM
FAIRSEQ

3. Human-written news articles are 64 %2 o0 o2 o4  os

X

written at a higher educational level
than deepfake texts

Uchendu, A, Le, T., Shu, K., & Lee, D, Authorship attribution for neural text generation. EMNLP 2020

0.8 1.0

Figure: Distribution of generated texts on
2- dimensions using PCA.



Stylometric-based #2: Feature-based detector

4 3 )
I+~ Syntactic
- ¢ Diversity

(N J

<
Repetitive

Words
J

m Coherence

Lﬂ‘ Purpose j

D'uaset \

f\q q/f. /I\q

¢ oobc oooc oe ®

Deci

eeeeeeeeeee 2 Decision Tree-N
| X

Result-l Result-2 Result-N

L——[ Majority Voting / Averaging <—

Final Result

Language Models
(1 LM vs. 1 human)

Features

Classical MLs
(Random Forest)

Frohling, L., & Zubiaga, A., Feature-based detection of automated language models: tackling GPT-2,
GPT-3 and Grover. PeerJ Computer Science 2021
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Feature-based detector: Ensemble of Features

1. Lack of syntactic and lexical diversity
. Named-entity tags, pos-tags, neuralcoref

2. Repetitiveness of words
1. # of stopwords & unique words

3. Lack of coherence
1. Entity grid representation with neuralcoref

4. Lack of purpose
1. Lexical psycho-linguistic features with empath

Frohling, L., & Zubiaga, A., Feature-based detection of automated language models: tackling GPT-2,
GPT-3 and Grover. PeerJ Computer Science 2021



Feature-based detector results

Classifier Training- and test data

s x1 s-k xl-k GPT3 Grover

Acc. AUC Acc. AUC Acc. AUC Acc. AUC Acc. AUC Acc. AUC
Baselines
Feature-baseline 0.897 0.964 0.759 0.836 0.927 0.975 0.858 0.932 0.779 0.859 0.692 0.767
tf-idf-baseline 0.855 0.935 0.710 0.787 0.959 0.993 0.915 0.972 0.749 0.837 0.690 0.764
Ensembles
LR sep. 0.877 0.959 0.740 0.831 0.966 0.995 0.920 0.976 0.761 0.844 0.689 0.764
NN sep. 0.918 0.973 0.782 0.877 0.971 0.995 0.924 0.975 0.786 0.862 0.724 0.804
LR super 0.880 0.957 0.714 0.802 0.962 0.991 0.912 0.969 0.754 0.853 0.691 0.783
NN super 0.882 0.957 0.716 0.803 0.961 0.988 0.905 0.965 0.774 0.864 0.716 0.805

Frohling, L., & Zubiaga, A., Feature-based detection of automated language models: tackling GPT-2,

GPT-3 and Grover. PeerJ Computer Science 2021
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Insights from Feature-based detector

dThis techniques are applied to older LMs — GPT-2,
GROVER, etc.

dWill not generalize well on newer and more sophisticated
LLMs

dFeature engineering can be expensive



Summary of Stylometric detectors

Stylometric detectors are explainable and interpretable
JdThey are not scalable

Susceptible to overfitting

dLarger data can disrupt model performance




Categories of Deepfake Text Detectors

‘( Stylometric-based
k Detector

Detector

Glove-based j

Deep learning-based Energy-based
Detector Detector

Transformer-based
[ Deepfake Texts l l Statistics-based j Detector

Detectors Detector
¥( Hybrid-based
k Detector
Human Evaluation
without Training
/’
el ( Human-based
k Evaluators

T~
Human Evaluation
with Training

A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data
Mining Perspective, SIGKDD Explorations, Vol. 25, 2023
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DL-based Detector (Transformer-based)

J BERT

J RoBERTa

J DistiiBERT
J ELECTRA
J DeBERTa

N x

Positional )
Encoding

Qutput
Probabilities

1

e
Add & Norm

Feed

Forward

I

s N Add & Norm
& o Multi-Head
Feed Attention
Forward F)
\—f
Add & Norm
f->| Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
, S , S )
o J U )

Input
Embedding

I

Inputs

Output
Embedding

I
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DL Detector: Fine-tune Transformer-based model

Transformer Layer

Pooled Resularized .
gularize
output  Dropout Layer weights Linear Layer

Article

il

- J2Ae| xewyjo0s




DL-based #1: BERT & RoBERTa fine-tuned

*BERT is
the best
detector

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D. TURINGBENCH: A Benchmark Environment for
Turing Test in the Age of Neural Text Generation. EMNLP-Findings 2021.

Human vs. GROVER GPT-2 GLTR BERT RoBERTa AVG
detector detector

GPT-1 0.5792 0.9854 0.4743 0.9503 0.9783 0.7935
GPT-2_small 0.5685 0.5595 0.5083 0.7517 0.7104 0.6197
GPT-2_medium 0.5562 0.4652 0.4879 0.6491 0.7542 0.5825
GPT-2_large 0.5497 0.4507 0.4582 0.7291 0.7944 0.5964
GPT-2_xI 0.5549 0.4209 0.4501 0.7854 0.7842 0.5991
GPT-2_PyTorch 0.5679 0.5096 0.7183 0.9875 0.8444 0.7255
GPT-3 0.5746 0.5293 0.3476 0.7944 0.5209 0.5534
GROVER_base 0.5766 0.8400 0.3854 0.9831 0.9870 0.7544
GROVER _large 0.5442 0.5974 0.4090 0.9837 0.9875 0.7044
GROVER_mega 0.5138 0.4190 0.4203 0.9677 0.9416 0.6525
CTRL 0.4865 0.3830 0.8798  0.9960 0.9950 0.7481
XLM 0.5037 0.5100 0.8907 0.9997 0.5848 0.6978
XLNET base 0.5813 0.7549 0.7541 0.9935 0.7941 0.7756
XLNET _large 0.5778 0.8952 0.8763 0.9997 0.9959 0.8690
FAIR_wmt19 0.5569 0.4616 0.5628 0.9329 0.8434 0.6715
FAIR_wmt20 0.5790 0.4775 0.4907 0.4701 0.4531 0.4941
TRANSFORMER_XL 0.5830 0.9234 0.3524 0.9721 0.9640 0.7590
PPLM_ distil 0.5878 0.7178 0.6425 0.8828 0.8978 0.7457
PPLM_gpt2 0.5815 0.5602 0.6842 0.8890 0.9015 0.7233
AVG | 0.5591 0.6032 0.5681 0.8799 0.8280




DL-based #2: T5-Sentinel

(P(Human) = ,P(GPT3.5) =

, P(PaLM) = )

<extra_id1l> Kra_idb
Next-token f

Probability Distribution ‘ ’ ‘ l

T5-small Backbone

Py i S o S o \ i [ Feed Forward ]
Encoder Block x 6|1 t

Feed-forward MLP 1 [ Masked Multi-head Attention J

|
7'\ T A : '
. I
S{_lf—Attent-lTon . W | : . Masked Multi-head Attention ]
G oo ol o o - — o - Ll £ —l —————————————————————
E, E, " Ey Eco

Chen, Y., Kang, H., Zhai, V., Li, L., Singh, R., & Raj, B. Token Prediction as Implicit Classification

to Identify LLM-Generated Text. EMNLP 2023

: Decoder Block x 61
i
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DL-based #2 results: T5-Sentinel outperforms

AUC Accuracy Fl1 Recall Precision
OpenAl 0.795 0.434 0.415 0985 0.263
ZeroGPT 0.533 0.336 0.134 0.839 0.148
T5-Hidden 0.924 0.894 0.766 0.849 0.698
TS5-Sentinel 0.965 0.956 0.886 0.832 0.946

Chen, Y., Kang, H., Zhai, V., Li, L., Singh, R., & Raj, B. Token Prediction as Implicit Classification
to Identify LLM-Generated Text. EMNLP 2023
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Summary of DL-based detectors

dEasy to use due to the off-the-shelf models that can be
fine-tuned

JTo obtain decent results, sufficient data is needed
dTend to overfit, does not generalize well, and black-box
JPerforms very well on deepfake text detection




Categories of Deepfake Text Detectors

‘( Stylometric-based
k Detector

Glove-based
Detector

N
k Detector

Deep learning-based [

Energy-based
Detector

ansformer-based
Detector

[ Human Evaluation J

without Training

£ B
Deepfake Texts ‘ Statistics-based
Detectors Detector
¥( Hybrid-based
k Detector
/’
‘( Human-based
o k Evaluators

T~

{ Human Evaluation

with Training ]

A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data

Mining Perspective, SIGKDD Explorations, Vol. 25, 2023
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Statistics-based Detector

JStatistics-based classifiers — e e
use the probability distribution |
of the texts as features to
detect deepfake vs. human
texts d o

f Bimodal

100



Statistics-based #1: GLTR

1. probability of the word

2. the absolute rank of the word
3. the entropy of the predicted
distribution

- represents the most probable

words

yellow the 2nd most probable

the least probable
the highest improbable words.

Test-Model: gpt-2-small

Quick start - select a demo text:

The detection of my texts seems like a simple task. However, as I continue to investigate the nuances
of this model, I have come to believe it is quite sophisticated

analyze

TopK FracP Colors (top k): 10 100 1000

The detection of my texts seems like a simple task. However, as I continue to investigate the nuances
of this model, I have come to believe it is quite sophisticated

Gehrmann, S., Strobelt, H., & Rush, A. M.. GLTR: Statistical Detection and Visualization of Generated Text. ACL 2019
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Statistics-based #2: DetectGPT

Candidate passage x:

“Joe Biden recently made a move to the White House
that included bringing along his pet German Shepherd...”

!

DetectGPT &

(1) Perturb ‘v (2) Score (3) Compare
ressesnanees e () |-
NM T1~a e ()| 1 }!(:c) o
1 De _ 1 1 !
xS B2 GPT-3|_, p(>) NZ;I"g p(3) ¢

% A L
Veg:
Yes No
v v
@ = from GPT-3 () @ from other source

Mitchell, E., et al. (2023, July). Detectgpt: Zero-shot machine-generated text detection using

probability curvature. ICML 2023 (https://detectgpt.ericmitchell.ai/) e



https://detectgpt.ericmitchell.ai/

DetectGPT results (AUROC)

XSum SQuAD WritingPrompts
Method  GPT-2 OPT-2.7 Neo-2.7 GPT-J NeoX Avg. |GPT-2 OPT-2.7 Neo-2.7 GPT-] NeoX Avg. |GPT-2 OPT-2.7 Neo-2.7 GPT-] NeoX Avg.
log p(x) 0.86 0.86 0.86 0.82 0.77 0.83 | 091 0.88 084 078 071 082 | 097 095 095 094 093* 0.95
Rank 0.79  0.76 077 075 073 0.76 | 0.83 0.82 080 079 074 080 | 0.87 0.83 0.82 083 08l 0.83
LogRank  0.89* 0.88* 0.90* 0.86* 0.81* 0.87*| 0.94* 0.92* 0.90* 0.83* 0.76* 0.87*| 0.98* 0.96* 0.97* 0.96* 095 0.96*
Entropy 0.60  0.50 0.58 058 061 0.57 | 0.58 0.53 0.58 058 0.59 057 | 0.37 042 034 036 039 0.38
DetectGPT 0.99  0.97 099 097 095 097 | 099 097 097 090 079 092 | 099 099 099 097 093* 0.97
Diff 0.10  0.09 009 011 014 0.10 | 0.05 005 0.07 007 003 0.05 | 0.01 0.03 0.02 001 -0.02 0.01

Mitchell, E., et al. (2023, July). Detectgpt: Zero-shot machine-generated text detection using

probability curvature. ICML 2023 103



Statistical-based #3: GPT-who

hundreds
of
properties
were
without

power

Article

0.01
0.09
0.2
0.07
0.34
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Token
Probabilities

UID Scores

Min + Max UID
Segments
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10.2
34

15.33

0.02
0.4
0.08
0.3
0.02
0.6

Min UID

GPT-who
Mean Suprisal
UID Variance

UID Diff
UID Diff*2

Concatenate

0.23
0.4

0.01
0.8

0.02

0.6

Max UID
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0.4

0.08
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0.02
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0.23

0.4
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0.3
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NAACL 2024

Poster on June 19th

8 Human
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Logistic Regression a Flan TS5
@ GPT-3.5
i Alpaca

Venkatraman, S., Uchendu, A., & Lee, D. (2024). GPT-who: An Information Density-
based Machine-Generated Text Detector. NAACL-Findings 2024. 104



NAACL 2024

GPT'WhO Poster on June 19th

3 * Human ¢ GPT3 =+ ChatGPT X Billionaire investor

Bill Ackman recently suffered a
massive blow, as his holdings

7 in Valeant Pharmaceuticals and
Herbalife plummeted.
— 6
©
AL Author 1
—
g 5 j
=
® GPT-who
C N
o
o ‘\
= 3
Author 2
2
During Pershing Square’s second
1 quarter call, Ackman said that results
for his various funds fell
between 14 percent and 18 percent.
0 5 10 15 20

UID Score (variance)

GPT-who leverages psycho-linguistically motivated representations that capture authors’
information signatures distinctly, even when the corresponding text is indiscernible

Venkatraman, S., Uchendu, A., & Lee, D. (2024). GPT-who: An Information Density-

based Machine-Generated Text Detector. NAACL-Findings 2024. 1



GPT-who: Out-of-distribution NAACL 2024

pel‘formance (F1) Poster on June 19th

Detection Setting Testbed Type GPTZero GLTR DetectGPT BERT ITW GPT-who
Domain-specific Model-specific 0.65 0.94 0.92 098 0.97 0.93
. am Cross-domains Model-specific 0.63 0.84 0.6 0.98 0.97 0.88
In-distribution _ ,
Domain-specific Cross-models 0.57 0.8 0.57 0.49 0.87 0.86
Cross-domains Cross-models 0.57 0.74 0.57 0.49 0.78 0.86
B Unseen Models 0.58 0.65 0.6 0.84 0.79 0.74
Out-of-distribution _
Unseen Domains 0.57 0.72 0.57 0.68 0.8 0.77
Average F1 0.60 0.78 0.64 0.74  0.86 0.84

Test Set Performance (F1 score) for InTheWild dataset.

Venkatraman, S., Uchendu, A., & Lee, D. (2024). GPT-who: An Information Density-

based Machine-Generated Text Detector. NAACL-Findings 2024. e



Summary of Statistics-based detectors

dStatistics-based methods are usually more interpretable
and lightweight

dMost are unsupervised, making it suitable to the fast
growing field of GenAl

Bottleneck is the LM used to calculate the probability
distribution of texts

dNeed more nuanced mathematical equations that model
prob. distribution of texts



Categories of Deepfake Text Detectors

‘( Stylometric-based
k Detector

Glove-based
Detector

q
L

Deep learning-based [

Energy-based
Detector

Detector

Transformer-based

Detector j

Deepfake Texts Statistics-based [
Detectors Detector

Detector

[ Hybrid-based

[ Human Evaluation J

without Training

—r
el ( Human-based
k Evaluators

{ Human Evaluation

with Training ]

A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data

Mining Perspective, SIGKDD Explorations, Vol. 25, 2023
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Hybrid-based #1: *TDA-based detector

*TDA: Topological Data Analysis

e Attention weights of BERT

< p

WebText & Amazon Reviews & RealNews &

™ Model GPT-2 Small GPT-2 XL GROVER
,‘t{f\ *\C{ TF-IDF, N-grams 68.1 54.2 56.9
U—0 BERT [CLS trained] 77.4 54.4 53.8
Diected Groph Undirected Graph BERT [Fully trained] 88.7 60.1 62.9
BERT [SLOR] 78.8 59.3 53.0

 TDA features: -
] Topological features 86.9 59.6 63.0
* Topological Features Barcode features 84.2 60.3 61.5
e Barcode features Distance to patterns 85.4 61.0 62.3
: All f 7.7 1.1 :

« Distance pattern features [Allfeatures “ 6 s

Kushnareva, L., Cherniavskii, D., Mikhailov, V., Artemova, E., Barannikov, S., Bernstein, A., ...

& Burnaeyv, E. Artificial Text Detection via Examining the Topology of Attention Maps. EMNLP 2021 e




Hybrid based #2: TOPFORMER

VANILLA TRANSFORMER BASE Reshape Weights Topological Topological

(From 1D -> 2D) _ Laver Features

) Tt

|

T e Pooled Dropout  Regularized N\ Concatenation
Article  Transformer Layer  Qutput Layer Weights \'1 _
HUMAN |« o v
>
GPT-3.5 |« b
x
Large Language Models LLaMA . g
(Machine Authors) u"g CLASSIFICATION
PaLM «
i Linear Layer MODULE

Uchendu, A., Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. arXiv 2023 110



TOPFORMER: Topology-Aware Detector

Topological TDA features

Persistence diagram

Point cloud

Reshaped 100
Article weights

A

ilil|

-1.00

u T v T T T
-100 -075 -050 =025 000 0.25 0.50 075

Uchendu, A, Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. arXiv 2023
111



TOPFORMER: Mixset dataset results

MODEL Precision Recall Accuracy | Macro F1
GPT-who 0.2825 0.2446 0.6647 0.6647
Contra-BERT 0.7338 0.7411 0.8882 0.7287
BERT 0.7982 0.8214 0.9118 0.8034
RoBERTa 0.7697 0.7976 0.9000 0.7705
Gaussian-RoBERTa  0.4014 0.3862 0.7404 0.7404
TOPFORMER 0.8181 0.8268 0.9176 0.8294

Uchendu, A., Le, T., & Lee, D., TOPFORMER: Topology-Aware Authorship Attribution of Deepfake Texts. ArXiv 2023
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Hybrid-based #3: Fusion model (DL + Stylo)
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Essays Text Repetitiveness E;“,ﬁgﬁ{ﬁé‘é
R l """"""""""""""""""""""""""""""""""""""""""""""""" 16
@ ‘5
% l Tokenization ] lFuIIy Connected} S
i P : v
§ [ Padding ] ; [Fully ConnectedJ S
""""""""""" i —
Embedding %
— =
Bi-LSTM & 3
v 3; o
Bi-LSTM & N N
[ 160 (i
»  Fusion < ‘ 2
| !

Corizzo, R., & Leal-Arenas, S. A Deep Fusion Model for Human vs. Machine-Generated

Essay Classification. IEEE IJCNN 2023

{Fully ConnectedJ 3

\ 4

{ Fully ConnectedJ 8

Dropout

{ Fully Connected ’ o
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Fusion Model: English & Spanish datasets

English Dataset

Spanish Dataset

Neural Network-based Precision Recall F1-Score Neural Network-based Precision Recall F1-Score
BERT + SVM 0.8450 0.8450 0.8450 BERT + SVM 0.8750 0.8686 0.8680
BERT + RF 0.8648 0.8644 0.8644 BERT + RF 0.8442 0.8371 0.8363
Doc2Vec + SVM 0.9796 0.9791 0.9791 Doc2Vec + SVM 0.8976 0.8971 0.8971
Doc2Vec + RF 0.9689 0.9687 0.9687 Doc2Vec + RF 0.8577 0.8571 0.8571
Feature-based Precision Recall F1-Score Feature-based Precision  Recall F1-Score
Text + SVM 0.9583 0.9583 0.9583 Text + SVM 0.9257 0.9257 0.9257
Text + RF 0.9568 0.9568 0.9568 Text + RF 0.9188 09171 09171
Repetitiveness + SVM 0.9793 0.9791 0.9791 Repetitiveness + SVM 0.7829 0.7829 0.7829
Repetitiveness + RF 0.9810 0.9806 0.9806 Repetitiveness + RF 0.8792 0.8771 0.8770
Emotional Semantics + SVM 0.7418 0.7377 0.7365 Emotional Semantics + SVM 0.6739 0.6714 0.6702
Emotional Semantics + RF 0.7258 0.7258 0.7258 Emotional Semantics + RF 0.6160 0.6143 0.6129
Fusion Model 0.9836 0.9836 0.9836 Fusion Model 0.9829 0.9828 0.9829

Corizzo, R., & Leal-Arenas, S. A Deep Fusion Model for Human vs. Machine-Generated

Essay Classification. IEEE IJCNN 2023
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Summary of Hybrid-based detectors

JHybrid techniques combine the best of N techniques

JJ

end to perform better or comparably to DL models

JJ

end to be the more adversarially robust

JUsually more computationally expensive
JPotential to be more interpretable than DL models



Summary of Automatic Detectors:
Level of Accuracy

+ :
Hybrid Deep Learning
Attribution Attribution

Statistical
Attribution
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Recent Development: Prompt-based detection

[ Concept: Fighting Fire with Fire J
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Recent Development: Prompt-based detection

A

This is definitely written by a
human.

>

) pa—
\ —> —
d— ChatGPT as Hmm, it's unclear. Can't say
the detector for certain.
s

Bhattacharjee, A., & Liu, H. Fighting fire with fire: can ChatGPT detect Al-
generated text?. SIGKDD Explorations Newsletter, 25(2), 2024 118




Prompt-based detection: GPT-3.5 vs. GPT-4

PROMPT: ‘Is the following generated by an Al or
written by a human: <text>.

B Misclassified as human Unclear

B Correctly classified as Al

ChatGPT as
Detector on
ChatGPT text

GPT-4 as
Detector on
ChatGPT text

0% 25% 50% 75%

Bhattacharjee, A., & Liu, H. Fighting fire with fire: can ChatGPT detect Al-
generated text?. SIGKDD Explorations Newsletter, 25(2), 2024 119



Categories of Deepfake Text Detectors

‘( Stylometric-based
k Detector

Glove-based
Detector

L.

=

Deep learning-based [

Energy-based
Detector

Detector

Transformer-based

Detector j

Deepfake Texts Statistics-based [
Detectors Detector

Detector

Hybrid-based J

{
3

[ Human Evaluation J

without Training

Human-based j

Evaluators

{ Human Evaluation

with Training ]

A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data

Mining Perspective, SIGKDD Explorations, Vol. 25, 2023
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Human-based Evaluation of Deepfake Texts #1

TURINGBENCH: A

Benchmark Environment for
Turing Test in the Age of Neural
Text Generation

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D.
TURINGBENCH: A Benchmark Environment for Turing Test
in the Age of Neural Text Generation. EMNLP-Findings 2021.




Human-based Evaluation: Human vs. Deepfake

Human vs. Human Test Human Test
e Study 1: Machine (machine)  (human vs. machine)

GPT-1 0.4000 0.5600
GPT-2_small 0.6200 0.4400
A MACHINE GPT-2_medium 0.5800 0.4800
GPT-2_large 0.7400 0.4400
GPT-2_xI 0.6000 0.4800
NOT MACHINE GPT-2_PyTorch 0.5000 0.5600
GPT-3 0.4400 0.5800
GROVER _base 0.3200 0.4200
e Study 2: Human vs. Machine GROVER _large 0.4800 0.5800
GROVER_mega 0.5400 0.4800
CTRL 0.5000 0.6900
A A XLM 0.6600 0.7000
XLNET _base 0.5200 0.5400
XLNET large 0.5200 0.5200
FAIR_wmt19 0.5600 0.5600
FAIR_wmt20 0.5800 0.2800
A B TRANSFORMER_XL 0.5000 0.5000
PPLM_distil 0.5600 0.4400
A or B which is MACHINE? PPLM_gpt2 0.5600 0.5000
AVG | 0.5358 0.5132

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D. TURINGBENCH: A Benchmark Environment for
Turing Test in the Age of Neural Text Generation. EMNLP-Findings 2021.
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Human-based Evaluation of Deepfake Texts #2

All that's human is not gold:
Evaluating human evaluation of
generated text

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., &
Smith, N. A. All That’s ‘Human’ls Not Gold: Evaluating Human
Evaluation of Generated Text. ACL-IJCNLP 2021




Experiment

Once upon a time, there lived a pirate. He was the sort

. of pirate who would rather spend his time chasing away
DAm azon M eCha N |Ca| Tu rk (AMT) the sharks swimming around his ship than sail to foreign

ports in search of booty. He was a good pirate, a noble
StU dy tO COI IeCt th e teXt pirate, an honest pirate. He was a pirate who would
- . rather be at home with his wife and son than out on a
eval UathnS Wlth nOn-eXpert ship in the middle of the ocean.

evaluators (N=780) //b?’\»\
rambles in a way
that make sense.

13 Domains:
o Story

m
thoughts.

no pirate has a home with
his wife and kids unless

there were personal
description[s] a machine
wouldn't understand, [like]

theyre on the ship with him.

O N ews wanting to be home with That is utterly
R . his wife and son. unbelieveable
o ReECl pe too natural to be Al repeating itself lots

J2 LMs
o GPT-2 XL
o GPT-3

A human wrote this A machine wrote this

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’ls Not Gold:
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021
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Task: Rate the text on a 4-point scale (Before Training)

4If Option 1 is selected, ask
"why did you select this
rationale"?

dElse, ask "What would you
change to make it seem more
human-like?"

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’ls Not Gold:
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021

Instructions

Please read the following text and answer the questions
below.
Important notes:

« Every text begins with human-authored text, indicated in
bold. ONLY evaluate the text that follows the bold text.
e.g., "This is bolded, human-authored text; do not
evaluate me. This is text that you can evaluate."

« Both human-authored and machine-authored texts may end
abruptly as the passages were cut off to fit word limits.

Once upon a time, there lived a boy. He was a boy no longer, but
a soldier. He was a soldier no longer, but a warrior. He was a
warrior no longer, but a legend.

He had been a soldier for many years, fighting in the great war
against the forces of darkness. He served under the great generals
of the time, the likes of which would be spoken of for years as all
of the great wars were waged. He fought against the horde. He
fought against the undead. He fought against the forces of hell
itself.

But after years of fighting, he grew weary of it.

* What do you think the source of this text is?

Definitely human-written
Possibly human-written
Possibly machine-generated

@ Definitely machine-generated

You cannot change your answer once you click submit.
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Training techniques

1. Instruction-based training
2. Example-based training
3. Comparison-based training

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’ls Not Gold:
Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021



Instruction-based training

We recommend you pay special attention to the following characteristics:

« Repetition: Machine-generated text often repeats words or phrases or contains redundant information.
« Factuality: Machine-generated text can contain text that is inaccurate or contradictory.

On the other hand, be careful with these characteristics, as they may be
misleading:

« Grammar and spelling: While machine-generated text can contain these types of errors, human-
authored text often contains them as well.

» Style: Current Al systems can generally mimic style fairly well, so a text that "looks right" or matches
the expected style of the text isn't necessarily human-authored.

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’ls Not Gold:

Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021 e



Example-based Training

Once upon a time, there was a man in a place that was not a
place at all.

He didn't know anything of a place or a time or who he was or
what he was doing there. There was just him and the silence.

He sat there for a long time, not knowing what he was doing there.
He thought, thought and thought, but he didn't know what to
think. There was just him and the silence. He tried to speak, but no
sound came from his mouth. He tried to move, but his body would
not move. He sat there, but he didn't know for how long he was
there.

* What do you think the source of this text is?

Definitely human-written
Possibly human-written
Possibly machine-generated

Definitely machine-generated -- Correct Answer

You cannot change your answer once you click submit.

Explanation

Note how the story is repetitive and doesn't seem to go anywhere.

Got it, next question

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’ls Not Gold:

Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021 e



Comparison-based Training

human-authored

Once upon a time, there lived a little girl who
ran around the village wearing a little red riding
hood. Don't ask me what a riding hood is
because | don't even know. From all the pictures
| have seen of the thing, it looks very much like
a cape, with a hood.

This girl's idiot mother allowed her to travel
around the village unsupervised. Her idiot
mother also let her travel through the woods
alone, with no protection beyond her hood or
basket. Not a very smart parent, if you ask me.
This girl can't have been older than ten or
eleven.

Nice! You correctly chose the machine-generated text.

machine-authored

Once upon a time, there was a man in a place
that was not a place at all.

He didn't know anything of a place or a time or
who he was or what he was doing there. There
was just him and the silence.

He sat there for a long time, not knowing what
he was doing there. He thought, thought and
thought, but he didn't know what to think. There
was just him and the silence. He tried to speak,
but no sound came from his mouth. He tried to
move, but his body would not move. He sat
there, but he didn't know for how long he was
there.

Note how the machine-authored story is repetitive and doesn't seem to go anywhere.

Done, show me the next example

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’ls Not Gold:

Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021
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Results: with & without training

. s Overall , : % %
Training s Domain Acc. F,  Prec. Recall Kripp. « fratnar i
Stories  0.48 040 0.47 0.36 003 6215 47.69
None 0.50 News 0.51 0.44 0.54 0.37 0.05 65.54 52.46
Recipes 0.50 041 0.50 0.34 0.00 66.15 50.62
Stories 050 045 0.49 0.42 011 57.69 45.54
Instructions 0.52 News 0.56 048 0.55 0.43 005 6297 M
Recipes 0.50 041 0.52 0.33 0.07 67.69 49.85
Stories  0.57 0.55 0.58 0.53 0.06 53.69 64.31
Examples *0.55 News 0.53 048 0.52 0.45 0.05 58.00 65.69
Recipes 0.56 0.56 0.61 0.51 0.06 55.23 64.00
Stories  0.56 0.56 0.55 0.57 0.07 48.46 56.62
Comparison 0.53 News 052 051 033 0.48 0.08 53.85 50.31
Recipes 0.51 049 0.52 0.46 0.06 54.31 53.54

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. All That’s ‘Human’ls Not Gold:

Evaluating Human Evaluation of Generated Text. ACL-IJCNLP 2021 e



Human-based Evaluation of Deepfake Texts #3

Does Human Collaboration
Enhance the Accuracy of
ldentifying LLM-Generated

Deepfake Texts?

Uchendu, A, Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does
Human Collaboration Enhance the Accuracy of Identifying LLM-
Generated Deepfake Texts?. AAAl HCOMP 2023




Human Evaluation: Task

A Multi-Authored Article @

| Title

|

Q Paragraph1

Paragraph2

QO Paragraph3

Which paragraph is
Deepfake?

(@)
VS ’A‘

Ind|V|dua|s Collaborat|on

Explanations of

Deepfake Detection
<

b

* (A) A multi-authored article with 3

paragraphs

(B) Conduct human studies to ask
either individual people or
collaborative humans to detect the
Deepfake texts

(C) Analysis of categorical
explanations for Deepfake text
detection from both groups

Uchendu, A, Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does Human Collaboration Enhance the Accuracy
of Identifying LLM-Generated Deepfake Texts?. AAAl HCOMP 2023
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Non-Expert Training Technique: Example-base

e, = P T
1 Select Paragraphs

Paragraph Generated by Humans or Al Machines? |

O Paragraph1 Washington GOP Rep. Adam Kinzinger on Sunday announced a new movement to push
In this HIT, you will review five articles one by one. Each article includes a title and three paragraphs, where one of the | back on the Republican Party's embrace of former President Donald Trump and retire
d 4 < Select the poisonous conspiracies and lies that defined his administration.
paragraph is generated by Al machines and the other two are written by humans.
@ Paragraphl (@ Paragraph2 Miscommunication and confusion led to National Guard troops being pushed out of

For each article, you are asked to choose the one paragraph generated by Al machines (Step 1). ’ i : 5 !

Then you need to provide the reasons of why you believe your chosen paragraph is generated by the Al machines Capitol Hl and into 1réffic on'the busy street whiére tourists and onlookars gather each
y P vy y paragrep 9 y day before entering the site — an area with long waits under an impromptu security

(Step 2). blanket.

O Paragraph2

You will get double paid if selected the correct one paragraph generated by the Al machine. Below is an example you

can play with to better understand Al machine OR human generated paragraphs.

Congratulations! You've got the correct answer.

Try An Example
Unfortunately, you've got the incorrect answer. Please try again.

Please choose which one paragraph was generated by Al machine.

2 : ; HIT Introduction

Uchendu, A, Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does Human Collaboration Enhance the Accuracy
of Identifying LLM-Generated Deepfake Texts?. AAAl HCOMP 2023
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7 Justifications for Detecting if a Paragraph is
human-written or Al-generated

Step 2: Reasons to explain your choice.

To explain why the paragraphs are Al machine-generated, here is a summary of their drawbacks. Please check all
explanations that satisfy the reason(s) for your choice below.

() Grammatical issues

(J Repetition

(J Lacks common sense

(] Contains logical errors/fallacies

(J Contradicts previous sentences

(J Lack of creativity or boring to read

() Writing is erratic (i.e., does not have a good flow)

If Other, please provide explanation below.

U
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Results: Non-Experts vs. Experts

NON-EXPERTS EXPERTS

33% 45% 51% 56% 69% 38%
9 f &8 L # e
B I n — W ChatGPT

: time ]

I I

| ]

: P=0.054 P=1.3e-05 :

Accuracy

Uchendu, A, Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. Does Human Collaboration Enhance the Accuracy
of Identifying LLM-Generated Deepfake Texts?. AAAl HCOMP 2023



Human-based Evaluation of Deepfake Texts #4

Towards an Understanding and
Explanation for Mixed-Initiative
Artificial Scientific Text

Detection

Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... &
Chen, W. (2024). Towards an understanding and explanation for mixed-
initiative artificial scientific text detection. Information Visualization 2024.




Summary of distinctions between deepfake
and human-written scientific texts

Dimension Subcategory

Description

Features

Grammatical Issues

The correctness and accuracy of using words, phrases and clauses in a sentence

Part-of-Speech Tag Frequency, Punctuation Frequency

5~
>
ext Structure he organization and arrangement of sentences and paragraphs in a text aragraph Length, Word/Sentence Count, etc.
6@‘ Text S The org d arrang f d paragraph Paragraph Length, Word/S C
eadability e ease of reading and understanding the tex unning-Fog Index, Flesch Reading Ease
Readabilit Th f read d understanding the text G Fog Index, Flesch Reading E
S exical Issues e choice and usage of words that convey the intended meaning and tone of a text oogle’s Top Word Frequency, TF-IDF, etc.
. L 11 The ch d usage of words th y th ded g and £ Google’s Top Word Freq y, TF-IDF
&
@é&(\ Consistency The agreement and harmony of words, phrases and sentences in a text Average Cosine Similarity between Sentence and Title
oherence e logical connection and relation between sentences and paragraphs in a tex verage Cosine Similarity between Sentences
Coh I'he logical t d relation bet t d paragraph text Average C Similarity bet Sent
Redundancy The unnecessary repetition of information in a text Unigram/Bigram/Trigram Overlap of Words/PoS Tags
Writing Style The distinctive manner of expressing ideas, opinions or emotions in a text SciBert [6] Embedding
L&
&q}\o Self-Contradiction  The inconsistency or conflict between different parts or aspects of a text Not Applicable
Q&"*’qo Commonsense The general knowledge or understanding that is expected from the reader/writer of a text Not Applicable
Factuality The level of accurate and verifiable information in a text Not Applicable
Specificity The level of detail in a text to support the main points Not Applicable

Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... & Chen, W. (2024). Towards an understanding
and explanation for mixed-initiative artificial scientific text detection. Information Visualization 2024.
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Average ratings of distinction categories on
a 7-point Likert scale (*p<.05)

Grammatical Issues Text Structure Readability Lexical Issues Consistency Coherence Redundancy Writing Style Self-Contradiction Commonsense Factuality Specificity

Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... & Chen, W. (2024). Towards an understanding
and explanation for mixed-initiative artificial scientific text detection. Information Visualization 2024.



Indistinguishable vs. Distinguishable
Features for deepfake text detection

- N w N [8)] (2] ~

Grammatical Issues Text Structure Readability Lexical Issues Consistency Coherence Redundancy Writing Style Self-Contradiction Commonsense Factuality Specificity

Weng, L., Liu, S., Zhu, H., Sun, J., Kam-Kwai, W., Han, D., ... & Chen, W. (2024). Towards an understanding

and explanation for mixed-initiative artificial scientific text detection. Information Visualization 2024. =



Summary of Human Evaluation of Deepfake Texts

JdHuman vs. Deepfake text distinction is non-trivial
ANeed better training techniques

1Synchronous collaboration may improve performance but
nuanced techniques need to be developed

dNuanced human-in-the-loop




DetectGPT
GPTZero
ChatGPT detector
ZeroGPT
Al detector
Al content detector
ChatGPT detector
CheckGPT
Al content detector
Al detector
ChatGPT detector
ChatGPT detector
Al content detector
RADAR
Bionoculars

Other demos

Stanford
GPTZero
OpenAl
ZeroGPT
Originality.Al
Copyleak
Huggingface
ArticleBot
Sapling
Crossplag
Writefull
Draft & Goal
Writer
IBM
UMD & CMD

https://detectgpt.ericmitchell.ai/

https://gptzero.me/

https://platform.openai.com/ai-text-classifier

https://www.zerogpt.com/

https://originality.ai/?Imref=yjETBg

https://copyleaks.com/features/ai-content-detector

https://hello-simpleai-chatgpt-detector-ling.hf.space/

https://www.app.got-it.ai/articlebot

https://sapling.ai/utilities/ai-content-detector

https://crossplag.com/ai-content-detector/

https://x.writefull.com/gpt-detector

https://detector.dng.ai/

https://writer.com/ai-content-detector/

https://radar-app.vizhub.ai/

https://huggingface.co/spaces/tomg-group-umd/Binoculars

https://github.com/ICTMCG/Awesome-Machine-Generated-

Text?tab=readme-ov-filetdemos--products

Commercial & Open Source ChatGPT Detector
| Detector | Author | lnk | Publishyear_

2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2024
2019-Present
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https://detectgpt.ericmitchell.ai/
https://gptzero.me/
https://platform.openai.com/ai-text-classifier
https://www.zerogpt.com/
https://originality.ai/?lmref=yjETBg
https://copyleaks.com/features/ai-content-detector
https://hello-simpleai-chatgpt-detector-ling.hf.space/
https://www.app.got-it.ai/articlebot
https://sapling.ai/utilities/ai-content-detector
https://crossplag.com/ai-content-detector/
https://x.writefull.com/gpt-detector
https://detector.dng.ai/
https://writer.com/ai-content-detector/
https://radar-app.vizhub.ai/
https://huggingface.co/spaces/tomg-group-umd/Binoculars
https://github.com/ICTMCG/Awesome-Machine-Generated-Text?tab=readme-ov-file
https://github.com/ICTMCG/Awesome-Machine-Generated-Text?tab=readme-ov-file

Automatic & Human-based Deepfake Text Detection

BV

Deepfake

PRy

Deepfake

)



YEAH IF YOU COULD JUST ASK
CHATGPT INSTEAD OF ME

-
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THAT WOULD BE GREAT




W

1)
Outline "(

5. BREAK - 30 minutes

https://tinyurl.com/naacl24-tutorial



https://tinyurl.com/naacl24-tutorial

Outline

6. Obfuscation — 40 minutes

https://tinyurl.com/naacl24-tutorial



https://tinyurl.com/naacl24-tutorial

Obfuscation: Second Tasks of Deepfake Texts

OBFUSCATION

d Can we make a deepfake
text undetectable, or can we
hide or remove the true
machine-authorship from
the text?




Motivation

d Can we make a deepfake text undetectable or conceal
or remove the authorship of a deepfake text by making
small changes to the text while preserving semantics?
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From Detection to Obfuscation

 Detected as “Deepfake” or “Machine-Generated” text

Prompt by & White House floods during DC

human

Written by
GPT-2 <j

rainstorm on August 9

The White House is under water after a storm
struck Washington DC on Wednesday.
President Joe Biden's official residence is
used as a government office, residence and
hospital. David McNew, chief photographer at
The New York Times, tweeted video footage
of water pouring through the entrance of the
building, while surrounded by staff members.
Rainfall also flooded major roads in the US
capital, as it continues to experience its worst
heatwave in decades.

r;'-/-
> |

the White House in Washington DC, on
August 9, 2022

Drawn by
Midjourney

¢ TXT
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From Detection to Obfuscation

d Makes (minimal) changes to conceal authorship and
preserving semantics

White House floods

during Washington DC|

rainstorm on August 9

/

“.water
through-flooding to

the entrance...”

“...in decades-the last
20 years...”

\
T~

White House floods during
rainstorm on August 9

The White House is under water after a storm
struck Washington DC on Wednesday.
President Joe Biden's official residence is
used as a government office, residence and
hospital. David McNew, chief photographer at
The New York Times, tweeted video footage
ofjwater pouring through the entrance]of the
building, while surrounded by staff members.
Rainfall also flooded major roads in the US

capital, as it continues to experience its worst
heatwave|in decades.

! N c B
€ 4 e YRR
R 15 ,ﬁ, ™ a §

Pedestrians cross a flooded road in front of

the White House in Washington DC, on
August 9, 2022
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What make up the authorship of a text?

 Philosophical question:
“The ship of Theseus”

2. lT ASKS THE QUESTION: IF : WILL IT BE THE
fTOU REPLACE EVERY PART OF
A SHIP ONE BY ONE UNTIL
NONE OF THE ORIGINAL
PARTS REMAIN..

SAME SHIP?

 Deepfake text obfuscation
as a relaxation of “the ship
of Theseus”

~AND IF NOT, AT WHAT
* POINT DOES IT BECOME
~ ANOTHER SHIP?

U or using detector as the
ground-truth for meaningful
changes

Grant et al., Resources and constraints in linguistic identity performance—a theory of
authorship. Language and Law. Linguagem e Direito, 5(1), 80-96.

https://www.pastille.no/comics/ship-of-theseus
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What makes up the authorship of a text?

"Ship of Theseus paradox in text
paraphrasing scenario: who should be
considered the author of T""

" -Replacing planks--

TextT! | TextT? ]ﬁ Text T" ] 8
In the realm of Tilt represents a = ‘ 7
» gaming, "tilt" is a = state . | T 's.’ 8 state of \
. term often... ‘ characterized... SImoleHAl aRd...

Tilt as a gaming
term is
associated...

/ \

\

e

\Paraphrasingb_y @

Tripto et al., A Ship of Theseus: Curious Cases of Paraphrasing in LLM-Generated Texts. ACL 2024.
151



Taxonomy — Obfuscation Technique

Lexical
Obfuscation

v
)
-

)

-

Stylometric

Authorship
Obfuscation
for Neural Texts

Y
)

Obfuscation

Syntactic
Obfuscation

> Word Order

—

Morphological
Obfuscation

> Word Form

T8

-

Orthographic
Obfuscation

> Punctuation

&

Statistical

Y

%
\_  Obfuscation

J

TTt?tf
got 99

ninety-nine
A will not I

but, you wo. be one.

| have issues, 99 to be exact

Uchendu et al., Attribution and Obfuscation of Neural Text Authorship: A
Data Mining Perspective. KDD Explorations, Vol. 25, June 2023 .
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Taxonomy - Obfuscation Mechanism

 The scenario on which obfuscation is done (so-called threat
model in security) is crucial

Target Target Target
Input Text Model DeepFake Input Text Model DeepFake Input Text Mo:el
l F l l

DeepFake

.........................

; i . % Target g Obfuscator
i Obfiscator : I Obfuscator Prediction Probs‘ MoFdeI ;

<
«

Surrogate W

Prediction Probs (@i :

»

Obfuscated l
Text
Obfuscated
Target Target
Obfuscated Model Human Model Human b
Text F

Indirect Obfuscation

:

Transferable Obfuscation
(multiple-adversaries)

Direct Obfuscation
(one adversary)

(multiple-adversaries)
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Stylometric Obfuscation

1 Current techniques tend to focus on one or only a few
linguistic feature(s) to obfuscate — lexical, syntactical, etc.

Technique

Obfuscated Example

Stylometric Category

Preserves Semantics
by Design

Homoglyph Hello there -> Hello, there Orthographic X
Upper/Lower Flip Hello -> hello Morphological X
Misspellings attack Acceptable —> Acceptible Lexical
Whitespace attack Will face -> Willface Lexical
Deduplicate tokens The car ... the money -> the car ... money Lexical
Shuffle tokens Hello are -> are hello Syntactic
What are the ramifications of this study? -> What
Mutant-X & Avengers P . v Lexical X
are the ramifications of this survey?
ALISON | got back my first draft of my memo -> i had Syntactic X

finished my first draft of the novel

Table: Examples of stylometric obfuscation techniques
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Stylometric Obfuscation: PAN tasks [1]

O Stylometric PAN’16 [2]:

= Apply text transformations (e.g., remove stop words, inserting punctuations, lower case)
to push statistical metrics of each sentence closer to those of the corpus average

= Statistics: avg # of words, #punctuation / #word token, #stop word / #word token, etc.

O Sentence Simplification PAN’17 [3]:
» From: “Basieally; my job involves computer skills”
» To : “My job involves computer skills”

U Back Translation NMTPAN’16 [4] :
* English - IL; - IL2 — ... IL,, — English
» English - German — French — English
= |L: Intermediate Language (or Pivot Language)

[1] S. Potthast and S. Hagen. Overview of the Author Obfuscation Task at PAN 2018: A New Approach to Measuring Safety. In Notebook for PAN at CLEF 2018, 2018.

[2] Karadzhov, G. et al. (2017). The Case for Being Average: A Mediocrity Approach to Style Masking and Author Obfuscation: (Best of the Labs Track at CLEF-2017).

[3] D. Castro-Castro, R. O. Bueno, and R. Munoz. Author Masking by Sentence Transformation. In Notebook for PAN at CLEF, 2017. 155
[4] Y. Keswani, H. Trivedi, P. Mehta, and P. Majumder. Author Masking through Translation. In Notebook for PAN at CLEF 2016.



Stylometric Obfuscation: Mutant-X

1 Replacing words with neighboring words via sentiment-specific
word embeddings (customized word2vec)

1 Obfuscate text using Genetic Algorithm until (1) detector’s
authorship changes + (2) semantic preserves

, _
-««« SO he was smart to ignore the message from Jon. That is +«« Original IETEOR = 0.68

Document Algorithm
| note | memo | letter | bulletin | document

l If Obfuscated ?

N runs

/Direct Obfuscation: Interact

...... so he was wise to ignore the letter from Jon. That is e«

with (hence required) the
target Deepfake detector
during obfuscation )

Mahmoodet al., A Girl Has No Name: Automated Authorship Obfuscation

using Mutant-X. Proc. Priv. Enhancing Technol., 2019(4), 54-71. - 156




Stylometric Obfuscation: Avengers

Target
Input Text Model

___________________________ B

. __________________ Al 1 Surrogate model is designed as an
l Ensemble model

Text

] Obfuscations that are transferable
to unknown/blind adversaries

DeepFake

oge wn v Assume the same set of training
features between obfuscator and
DeepFake * d ete Cto r

Haroon et al., Avengers ensemble! Improving transferability of authorship
obfuscation. arXiv preprint arXiv:2109.07028. 157



Stylometric Obfuscation: Avengers

 Ensemble surrogate model improves transferability

Attack Success Rate on Target Model

Surrogate Model Average
Ensemble
RFC (Mutant-X) 28.2 26.2 14.6 29.1 24.53
SVM (Mutant-X) 1.6 93.7 10.1 7.4 28.2
Ensemble 18.4 61.0 21.9 71.9 43.3

Haroon et al.,, Avengers ensemble! Improving transferability of authorship
obfuscation. arXiv preprint arXiv:2109.07028.
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Stylometric Obfuscation: DFTFooler, ADAT

. . . The Landon Bears shut out the visiting Whitman Vikings, 34-0, on Friday.
4 Indirect obfuscation: require

Landon opened the game with a 90-yard kickoff return for a score by Jelani Machen. Landon added to their lead on John Geppert's five

-yard touchdown run. The first quarter came to a close with Landon leading, 14-0.
H In the second quarter, the Bears went even further ahead following Joey Epstein's four-yard touchdown run. The Bears scored again on
no queries to the detector, no
surrogate model

Geppert's one-yard touchdown run.

Landon had the lead going into the second half, 27-0. The Bears extended their lead on Tommy Baldwin's nine-yard touchdown
reception.
Neither team scored in the fourth quarter.

Landon's top rusher was Geppert, who had nine carries for 59 yards and two touchdowns. Chazz Harley led Landon with 16 receiving
yards on two catches.

 Utilize pre-trained LLM:
substitute a subset of most

confidently predicted words ‘
(green/

f'd yeil OW) Wlth Iower With the ascendance of Toni MorrisonaGLs literary star, it has become commonplace for critics to
confident synonyms

de-racialize her by saying that Morrison is not just a aGlBlack woman writer,aGL that she has
() IE)

moved beyond the limiting confines of race and gender to larger aGluniversalaGL issues. Yet
Morrison, a Nobel laureate with six highly acclaimed novels, bristles at having to choose between
being a writer or a Black woman writer, and willingly accepts critical classification as the latter.
To call her simply a writer denies the key roles that MorrisonaGLs African-American roots and her
: . . \ Black female perspective have played in her work. For instance, many of MorrisonaGLs characters
O GLTR’s insights or words

treat their dreams as aGlreal,aGL are nonplussed by visitations from dead ancestors, and
gradients

Real-World Machine-Generated Text (GLTR.io)

Human-Written Scientific Abstract (GLTR.io)

Pu et al., Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023

Zhou et al., Humanizing Machine-Generated Content: Evading Al-Text Detection through Adversarial Attack. LREC'2024 159



Statistical Obfuscation: Mikhail, 2022 [1,2]

Discriminative Generative
(Adjusted (Human-likeness

Human-likeness) in Al's eyes)

d Option 1: train an internal
deepfake detector and uses it to —— - £
select texts with the highest human- 22459) = Sdis(§) + @ X Sgen(9)

class probability
 Option 2: use the internal detector

0.6

as additional signal to guide N
beam-search to generate more /'ed \ /CTt\
human-like texts (discriminative Vi . 92 03 05
adversarial search [2]) cat fox  drives drinks s

[1] Mikhail Orzhenovskii, Detecting Auto-generated Texts with Language Model and Attacking the Detector. Dialogue 2022
[2] Scialomet al., Discriminative adversarial search for abstractive summarization. PMLR 2020 160



Statistical Obfuscation: Changing Decoding Strategy

 Misalignment of decoding
strategies between detector
and generator leads to lower
detection performance =>
simple and effective.

d Many detectors witnessed
13.3% - 97.6% degradation in
recall of machine-generated
texts.

Defense Attack Recal
Baseline Decodin Top- Change
& PP (max 100)
BERT (Top-p 0.96) 0.98 -13.3
GLTR-GPT2 (Top-k 40 +
Temperature 0.7) Uk A
GROVER (Top-p 0.94) 0.98 -35.6
FAST (Top-p 0.96) 1.0 -9.7
RoBERTa (Top-p 0.96) 1.0 -22.0

Pu et al., Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023
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Statistical Obfuscation: Token Ensemble via Multiple LLMs

1 Shuffling probability N
distribution across D Generatenet [

multiple ensembled h e
LLMs

D ShOW tO be e_ffeCtlve \ / Prompt: Maj Richard Scott, 40, is k
yet com pUtat|Qna| Iy Randomly select accused of driving at §peeds of up
demanding (bOth one model to 95mph (153km/h) in bad
space and tlme) _ road in Wiltshire ... y

—
o
=
¢
=

token \

LLMs J ““““

o —————— —— —

weather before the smash on a B-

Huang et al., Token-Ensemble Text Generation: On Attacking the Automatic Al-Generated Text

Detection. arXiv preprint arXiv:2402.11167
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Stylometric Obfuscation: From Adversarial Texts

 Original text:

o “You don't have to know about music to appreciate the film's
easygoing blend of comedy and romance”

Adversarial Text Technique

TextFooler [1]

Obfuscated Text Example

You don't have to know about music to acknowledging the
film's easygoing mixtures of mockery and ballad

DeepWordBug [2]

You don't have to know about music to appreciate the
film's easygoing blsend of comedy and romance

Perturbation-in-the-Wild [3]

You don’t have to know about music to appresiate the film’s
easygoing blend of comedy and romamce

[1] Jin, Di, et al. "Is BERT Really Robust? Natural Language Attack on Text Classification and Entailment." arXiv preprint arXiv:1907.11932 (2019)

[2] Gao, J., Lanchantin, J., Soffa, M. L., & Qi, Y. (2018, May). Black-box generation of adversarial text sequences to evade deep learning classifiers. In 2018 IEEE Security and Privacy Workshops (SPW) (pp. 50-56). IEEE.

[3] Thai Le, Jooyoung Lee, Kevin Yen, Yifan Hu, and Dongwon Lee. 2022. Perturbations in the Wild: Leveraging Human-Written Text Perturbations for Realistic Adversarial Attack and Defense. In Findings of the Association
for Computational Linguistics: ACL 2022, pages 2953—2965, Dublin, Ireland. Association for Computational Linguistics.
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Hybrid Obfuscation: DIPPER [1]

j Obfuscatlon vVia paraphraSIng Metric — Sim 1 Detection Accuracy |
d Fine-tune an open-sourced LLM to L My Sl

GPT2-1.5B - 100.0 74.9 992

paraphrase and remove LLM-specific Sommar w5 % 57353

markers, including watermarks I DRPRG. 978 M4 169 ;2

+ 60L, 600 96.2 | 55.8 7.6 32.7

They have never been known to mingle with humans. Today, it is believed these unicorns live

in an unspoilt environment which is surrounded by mountains. Its edge is protected by a OPT-13B - 100.0 29.8 33.5 I
thick wattle of wattle trees, giving it a majestic appearance. Along with their so-called + DIPPER 20L 99.6 98.3 15.0 24.5
miracle of multicolored' coat, their golden coloured feather makes them look like mirages. + DIPPER 40L 99.4 87.3 6.4 24.1
Some of them are rumored to be capable of speaking a large amount of different languages. + DIPPER 60L 96.5 A5 S 32 216
They feed on elk and goats as they were selected from those animals that possess a + 60L, 600 92.9 514 1.5 21.6
fierceness to them, and can "eat" them with their long horns.

GPT-3.5-175B

davinci-003 - - 67.0%*  40.5
There were never any reports of them mixing with people. It is believed they live in an + DIPPER 20L 99.9 = 54.0% 43.1
unspoiled environment surrounded by mountains and protected by a thick clump of wattle. + DIPPER 40L 99.8 - 36.0%* 43.1
The herd has a regal look to it, with the magic, rainbow-colored coat and golden feathers. + DIPPER 60L 99.5 - 23.0* 40.1
Some of them are said to be capable of speaking many languages. They eat deer and goats, + 60L, 600 08.3 | = 14.0* 38.1 |
because they are the descendants of those animals that sprang from fierce, dangerous

Human Text - 1.0 1.0 1.0

animals and have horns long enough to "eat" these animals.

Krishna et al., Paraphrasing evades detectors of ai-generated text, but
retrieval is an effective defense. NeurlPS 2023 164



Obfuscation via Prompt Engineering

 Paraphrasing the prompt
iIs much cheaper than
paraphrasing the whole text

d Instruct LLMs
(ChatGPT, Pegasus)
to mimic different writing
styles (via in-context
learning) or charcter-
perturbations

Xp on XSum

During the waiting period, please take into consider-
atior] utilizing the writing style and vocabulary|used
in the subsequent paragraph.

"Wales football star, Gareth Bale, is set to undergo
surgery on his ankle after suffering an injury during
Real Madrid’s 2-1 victory over Sporting Lisbon in
the Champions League. (...) "

X, on ELI5

At the same time, kindly mimic the writing technique

and diction utilized in the subsequent excerpt.

"The reason why metal feels cooler compared to other
things at the same temperature is due to its thermal
conductivity. (...)"

Wang et al., Stumbling Blocks: Stress Testing the Robustness of Machine-Generated
Text Detectors Under Attacks. arXiv preprint arXiv:2402.11638.
Shi et al., Red teaming language model detectors with language models. TACL 2024
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Can Watermarks Survive Translation?

1 Existing watermarking techniques become ineffective
when texts are translated into various languages

 Using cross-lingual translation for watermark-removal
attack

A Ooriginal Prompt (En) }— A LlMs ) § o e
The powerful generative '
capabilities of language |[[0| ¥ /( — g N

sponse } ~

models pose risks, such as
\_ J

> t

the spread of fake news

and the misuse for

Translation System Watermark Algorithms cheating in academic
= = 1 - = 1 writing, regardless of the
f(?lvot Prompt (Zh{)——————\ f(ivaot Response (Zh)A)——x language of the content.
- : \_ J
ESEREANERENERTR H | ERFIeeELE¥ASETY H s
kgﬁ, fFan ) J’Eﬁ?—ﬁjﬂ, . BT AIES. ) St;%ng Watermark Strength w‘;‘\;k

He et al., Can Watermarks Survive Translation? On the Cross-lingual Consistency of Text
Watermark for Large Language Models. ACL 2024 166



Cat and Mouse Game — OUTFOX -
Using Obfuscation to Improve Detection

Prompt for detector

Please classify whether the text is
generated by a Human or a
Language Model(LM).

Text:

Text:

Text:

Text:

Text:

Text:

Text:

el Answer: Human
(=] Answer: LM
€3 Answer: LM
€4 Answer: Humk
€2k-1 Answer: LM
€2k Answer: Human

Prompt for attacker

Here are the results of detecting whether
each essay from each problem statement
is generated by a Human or a Language
Model(LM).

Problem statement: D
Answer: Human

Essay: a

Problem statement: | g

nswer: LM
Essay: ex
Given the following problem statement,

lease write an essay detected as Human
1IN n words with a clear opinion.

ProbNm statement: A problem statement

A target essay Answer:/

dCombine in-context
learning and adversarial
game

lteratively generate better
labels (Al/Human), and use
such labels to better
obfuscate texts

] Both the detector and the
attacker to consider each
other's outputs

Koike et al., OUTFOX: LLM-generated Essay Detection through In-context Learning with
Adversarially Generated Examples. AAAI 2024

167



CS + Linguistics => Deepfake Text Obfuscation

Computer Science

Speed

Transfer-
ability

The demécrats are pitiful (

The demOcr@ts are pitiful (__Text Bugger (Machine) )

VIPER (Machine) )

The democrats are pitiful (LDeepWordBug (Machine) )

Writer
Profiling

Writing
Structure

Stylometry

Linguistics

168



Summary — Deepfake Text Obfuscation

1 Most of existing detectors are vulnerable to
obfuscation, including watermarking techniques

 Important future works remain to be designing effective
deepfake text detectors that can withstand a larger
budget of obfuscation/manipulations

Maximize T" at
which the detector’
authorship
changes

"7‘.‘“ 7N
‘ g ——> ~ — * " '
QA '

""Replacing planks--

[

Z. Text T' Text T2 Text ™
Tilt as a gaming In the realm of ] Tilt represents a
term is gaming, "tilt" is a [-> state Tilt is a state of
associated... term often... J characterized... emotional and...

\ Paraphrasmg by ' ‘ 169




Outline

7. Industry Perspective — 15 minutes

https://tinyurl.com/naacl24-tutorial



https://tinyurl.com/naacl24-tutorial

GPTZero

@ GPTZero

Hackathon Project Media Attention Seed Round Over 3 Million MAUs
January 2023 February 2023 May 2023 Suite of Features
Today

171



GPTZero

Perplexity and Burstiness Deep Learning and Deep Learning New Feature Fusion
January 2023 Perplexity October 2023 Approach
June 2023 August 2024

172



Basic Stats

Documents Per Month Predictions Made
16 A
141
-
= 12 2
= o
= 2
" v
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3 6 Y
8 (@]
0O a- X
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2 -
° January 2024 February 2024 March 2024 ) Human Al Mixed
Month Prediction
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Making Predictions

View full report =

B ResuLT

m

Welcome to Mexico City, a sprawling metropolis where ancient history meets modern innovation, and vibrant culture permeates Classification

every corner. With its rich tapestry of traditions, bustling markets, world-class museums, and tantalizing cuisine, Mexico City offers We are highly confident this text was
a travel experience like no other. Here's your ultimate guide to exploring this enchanting city.

Getting to Mexico City

Mexico City, officially known as Ciudad de México (CDMX), is easily accessible from major cities around the world. The Benito

Juarez International Airport (MEX) is the main gateway, with numerous airlines offering direct flights. Once you arrive, the city's

extensive public transportation system, including the metro, buses, and taxis, makes getting around convenient and affordable.

Where to Stay robability Al generated

Polanco

For a taste of luxury, head to Polanco. This upscale neighborhood boasts some of the city's best hotels, high-end shopping, and
gourmet dining. It's also home to several museums, including the famous Museo Soumaya.

Roma Norte and Condesa Probability Breakdown

0DaDIlCY C text has been entirely written by a human, Al or a mix of the t

These neighboring districts are perfect for those seeking a blend of bohemian charm and modern amenities. With tree-lined
streets, trendy cafes, boutique hotels, and vibrant nightlife, Roma Norte and Condesa offer a more relaxed yet lively atmosphere.

Centro Historico
human

If you're a history buff, staying in the Centro Histérico puts you at the heart of Mexico City's colonial past. You'll be within walking

Sentences that are likely Al generated

@ GPTZero



Interpreting Predictions

View full report =

DEEP SCAN

100% Al likeness score
Sentences most impacting the probability score (Learn more)

Top sentences driving Al probability Al impact

Human

So pack your bags, embrace the adventure, and get ready to discover the magic of

These neighboring districts are perfect for those seeking a blend of bohemian charm and modern amenities. With tree-lined streets, Mexico City!

trendy cafes, boutique hotels, and vibrant nightlife, Roma Norte and Condesa offer a more relaxed yet lively atmosphere.

Safety: While Mexico City is generally safe for tourists, it's wise to stay aware of
your surroundings, avoid poorly lit areas at night, and use reliable transportation
options.

Centro Histérico

If you're a history buff, staying in the Centro Histérico puts you at the heart of Mexico City's colonial past. You'll be within walking

distance of iconic landmarks like the Zécalo, the Metropolitan Cathedral, and the Templo Mayor.
within the park, you'll find the Chapultepec Castle, the National Museum of

What to See and Do Anthropology, and the Museum of Modern Art.

Explore the Historic Center Chapultepec Park is one of the largest city parks in the world, offering a green oasis
amidst the urban hustle.

Start your journey in the heart of the city at the Z6calo, one of the largest city squares in the world. Surrounding the square are key

historical sites, including the majestic Metropolitan Cathedral and the ruins of the Templo Mayor, an ancient Aztec temple. Conclusion

Visit Chapultepec Park

Top sentences driving human probability Human impact
Chapultepec Park is one of the largest city parks in the world, offering a green oasis amidst the urban hustle. Within the park, you'll
find the Chapultepec Castle, the National Museum of Anthropology, and the Museum of Modern Art.
Explore the Historic Center 0.02
Discover the Art Scene
2 What to See and Do 0.02

@ GPTZero
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istinguishing Mixed Documents

/{?\)

Climate change refers to the long-term shift in global weather patterns caused by human activity, particularly the emission of
greenhouse gases into the atmosphere. The most significant greenhouse gas is carbon dioxide, which is primarily produced by
burning fossil fuels such as coal, oil, and gas. The consequences of climate change are already visible in the form of rising
temperatures, melting glaciers and ice caps, and more frequent extreme weather events such as hurricanes, droughts, and floods.
These changes have significant impacts on ecosystems, biodiversity, and human health, including increased risk of respiratory
diseases, food and water shortages, and the spread of infectious diseases. To address climate change, it is essential to reduce
greenhouse gas emissions through a range of measures, including increased use of renewable energy sources, greater energy
efficiency, and improved transportation systems.

Climate change has likely led to the decline of some of Scotland's mountain plants, according to new research. Scientists said many
of the species relied on snow cover remaining high on hills until late spring and even summer to ensure a moist environment. They
also said plants that thrived on lower ground in warmer conditions were spreading to mountain habitats. Species found to be in
decline include snow pearlwort, alpine lady-fern and alpine speedwell. The research by the Botanical Society of Britain and Ireland
(BSBI) has taken 20 years to complete and has been published in the new Plant Atlas. Data used to produce the report included more
than three million plant records of 2,555 species collected by hundreds of botanists across Scotland.

Sentences that are likely Al generated

@ GPTZero

View full report -

@ RESuLT

Classification

re moderately confident thi

Probability Breakdown

e proc

human
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Data Gathering and Generation

O
l

=

Gathered Over 30 Million Generated Nearly 1 Million
Documents Al Documents

@ GPTZero




Evaluation Challenges

* B
2w

Variety of Writing Single Writing Style
Styles and Genres and Genre
Training Inference
Deployment
il

} In-distribution samples

@® Out-of-distribution samples

Image Credit: Alexandre Bonnet @ encord.com

@ GPTZero



A Dynamic Benchmark

Generators Prompting Human Sources

G E=
L ! MISTRAL —(>] .
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etd

"B A1_

Septem\i)ler 2024 é Janua\s 2025 a
@ GPTZero



Going Beyond Detection

@ GPTZero

12px $ Paragraph * B I

P
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Al scan and edit It's human!

Introduction

to have ever competed in college football.

History

contributions to the game's rules .

Trophy Design

design has remained largely unchanged since its inception. The trophy stands 13.5 inches tall and
weighs 25 pounds .
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Going Beyond Detection

iii
Il
Il
I
>

12px ¢ Paragraph 3 B T US =

It's human!

7 AlScan

Begin editing Al scan and edit It's human!

Begin editing Al Scan and edit It's human!

Your text has has reached the it’s human! mark. This means you may be ready to submit your
report. Or, continue editing your document if there are more changes you would like to make.

Trophy or The Heisman) is awarded annually to the most outstanding player in college football. Al Detector Scan Human effort score & Final result
Winners epitomize great ability combined with diligence, perseverance, and hard work. It is presented

by the H an Trophy Trust in early December before the postseason bowl games.

The award was created by the Downtown Athletic Club in 1935 to recognize "the most valuable college High

football player east of the Mississippi”, and was first awarded to University of Chicago halfback Jay_ Human + 206 -

Berwanger.!'!?! After the death in October 1936 of the club's athletic director, John Heisman, the award Human
was named in his honor and broadened to include players west of the Mississippi.*!*! Heisman had

been active in college athletics as a football player; a head football, basketball, and baseball coach; See more + See more +

and an athletic director.
It is the oldest of several overall awards in college football, including the Maxwell Award, Walter Camp_

early December before the postseason bowl games.
The award was created bv the Downtown Athletic Club in 1935 to recoanize "the most valuable colleae

@ GPTZero

Why does the final result differ from the Al detector scan?

182



Open Problems

dHuman text that appears LLM-generated
oGiveaways like "In conclusion” common

dComprehensive LLM prompting coverage
oEnsure generated data is not trivial to distinguish

dGeneral purpose detector for multilingual and multiscale
data

oReduce # deployments for simpler, cheaper workflow



Future Products

Make it possible to navigate the web while understanding
oWho generated the content
oAre the claims made substantiated by evidence
oHow reliable are the sources backing these claims
dWe're hiring
oCome join a talented and growing ML team!

@ GPTZero



https://tinyurl.com/naacl24-tutorial

8. Conclusion — 15 minutes


https://tinyurl.com/naacl24-tutorial
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Asymmetry Principle

e “|In very few words, they can announce a half-truth, and in
order to demonstrate that it is incomplete, we are obliged to
have recourse to long and dry dissertations.”

Frederic Bastiat, “Economic Sophism,” 1845

e "The amount of energy needed to refute bullshit is an order of
magnitude bigger than that needed to produce it”

Brandolini’s law
P. Williamson, Nature, 2016
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Deepfakes Complicate the Scene

e Seeing is no longer believing
e "Reality apathy” — Oyadya, 2019
e “Implied truth effect” — Penycook et al., 2020

The biggest threat of
deepfakesisn’t the

deepfakes themselves

s wes——— Y|y

Review

by Karen Hao Oct 10,2019



Triad

;@% MARKETS BUSINESS INVESTING TECH POLITICS CNBCTV INVE!

Artificial intelligence is playing a Generator
bigger role in cybersecurity, but the

bad guys may benefit the most

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

BobViolino @ sHame f ¥ in & ,Q\
Forb
.
As Al Becomes More Ever
Obfuscator £ A Detector
Capable, Will It End Up

Helping, Or Hindering, The
Hackers?




Open Problems & Challenges

1. Novel training for
Human-based

1. Multi-author 1. Human-based

- dataset Evaluation
B s 2. Explainable AO
2. Explainable AA 2. Multi-domain
Yoo 3. AO that preserves
3. Harder AA dataset \
: 3. Multi/Cross-modal semantics
problems
dataset 4. Robust AO
% R 5. Hybrid-based AO

OBFUSCATION
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Next Research Direction

Factuality

A

Factual

Real News

Non-Factual

Hallucination

Fake News &

Mis/Disinformation

Al-generated

Human-written

>

Syntheticity
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Next Research Direction

From Deepfake to “Deep-Factuality”

Factuality

/

Is this
Al-generated text
\factually grounded?j

s this text
factually grounded?

Is this text generated by Al?

(1) Turing Test
(2) Authorship Attribution




Recruitment Opportunities

W

INDIANA UNIVERSITY

‘-8 PennState
¥ College of Information

Sciences and Technology

¥ MIT
‘@{ LINCOLN
LABORATORY

T

Prof. Thai Le's Lab

https://lethaiqg.github.io/tql3/

Ph.D. Application

https://ist.psu.edu/prospective
/graduate/application/phd

Job Application

https://jobs.ashbyhg.com/
GPTZero/3847e23c-97d5-
4194-a520-eabf3feb8400

*U.S. citizen only

https://www.ll.mit.edu/careers/
student-opportunities
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Questions?

ma,ugﬁiﬁ“:;'mi' l

T

https://tinyurl.com/naacl24-tutorial
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