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Basis of This Tutorial

3
A. Uchendu, T. Le, D. Lee, Attribution and Obfuscation of Neural Text Authorship: A Data 

Mining Perspective, SIGKDD Explorations, Vol. 25, 2023



Outline

1. Introduction & Generation – 20 
minutes

2. Hands-on Game: 10 minutes

3. Detection – 30 minutes

4. Obfuscation – 25 minutes

5. Conclusion – 5 minutes
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https://adauchendu.github.io/Tutorials/
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https://adauchendu.github.io/Tutorials/


Deepfakes

❑ Deep learning + Fakes

❑ Artifacts of varying modality, made entirely or 
substantially enhanced by advanced AI techniques, 
especially deep learning
o Deepfake Text, Audio, Image, Video, or combination

❑ In CompSci, deepfake research has been driven by
o Natural Language Processing (NLP) 

o Computer Vision (CV)
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Shallowfakes vs. Deepfakes

6

VS.

Shallowfake (= Cheapfake) Deepfake





Colorado State Fair Art Competition, 2022

8
Image credit: KOAA News 5



Deepfake Audio

9J. Kong et al., HiFi-GAN: Generative Adversarial Networks for Efficient and High Fidelity Speech Synthesis, NeurIPS 2020



Deepfake Audio & Video

10O. Fried et al., Text-based Editing of Talking-head Video, ACM Trans. Graph. 2019



Commodity Technology for Deepfakes
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GPT4: Multi-Modal LLM

13OpenAI, GPT-4 Technical Report, arXiv 2023



Focus of Tutorial: Deepfake Text

❑ Large-scale Language Models (LLMs) currently dominate

❑ A probability distribution over word sequences
o Input: a word sequence S
o Output: probability for S to be valid per training data T

▪  P(“what a wonderful world” | T) = 0.35

▪  P(”what a wonderful pig” | T) = 0.02

❑ Game Changers: 2017-2019
o Transformer by Google
o BERT by Google and GPT by OpenAI
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Large-Scale LMs (LLMs)
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A. Uchendu, T. Le, D. Lee, 

Attribution and Obfuscation of Neural Text

Authorship: A Data Mining Perspective, 

SIGKDD Explorations, Vol. 25, 2023



17



18



GPT4: Smartest of All

19

OpenAI, 
GPT-4 Technical Report, 
arXiv 2023





21



Limitation of LLM: Memorization

22

N. Carlini et al., Extracting Training Data from Large 
Language Models, USENIX Security 2021

N. Carlini et al., Quantifying Memorization 
Across Neural Language Models, ICLR 2023



Limitation of LLM: Plagiarism

23

J. Lee, T. Le, J. Chen, D. Lee, Do Language Models Plagiarize? 

The ACM Web Conference (WWW), 2023 

https://pike.psu.edu/publications/www23.pdf


Limitation of LLM: Bias

24

P. N. Venkit, S. Gautam, R. Panchanadikar, T.-H. K. Huang, S. Wilson, 
Nationality Bias in Text Generation, EACL 2023

P.-S. Huang et al., Reducing sentiment bias in language 
models via counterfactual evaluation, EMNLP-Findings 2020 



Limitation of LLM: Toxicity

25

A. Deshpande,  Toxicity in CHATGPT: 
Analyzing Persona-assigned Language Models, arXiv 2023

E. Wallace et al., Universal adversarial triggers 
for attacking and analyzing NLP, EMNLP 2019 



Limitation of LLM: Hallucination

26

K. Shuster, S. Poff, M. Chen, D. Kiela, J. Weston, 
Retrieval Augmentation Reduces Hallucination in Conversation, 

EMNLP-Findings, 2021



Two Critical Tasks of Deepfake Texts

❑ Can we tell if a given text 
is deepfake or not?

27

❑ Can we make a deepfake 
text undetectable?

DETECTION (→ ATTRIBUTION) OBFUSCATION



Outline

1. Introduction & Generation – 20 
minutes

2. Hands-on Game: 10 minutes

3. Detection – 30 minutes

4. Obfuscation – 25 minutes

5. Conclusion – 5 minutes
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https://adauchendu.github.io/Tutorials/
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https://adauchendu.github.io/Tutorials/


Hands-on Game

❑ On your web browser, go to                   
  

 kahoot.it

❑ Enter Game PIN, shown on screen

❑ Enter your NICKNAME (to be shown on screen)

29



Outline
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minutes
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Categories of deepfake text detectors

31Uchendu, A., Le, T., & Lee, D. (2022). Attribution and Obfuscation of Neural Text Authorship: A Data Mining Perspective. KDD Explorations, Vol. 
25, June 2023



Stylometric Attribution

❑Stylometry is the statistical 
analysis of the style of written 
texts.

❑Obtaining the writing style of an 
author using only style-based 
features

32

Uchendu, A., Le, T., Shu, K., & Lee, D. (2020, January). Authorship attribution for neural text generation. In Conf. on Empirical Methods in Natural Language Processing (EMNLP).



Stylometric Attribution: Linguistic Model

33

1. Human
2. GPT-1
3.GPT-2

4. GROVER
5. PPLM
6. FAIR
7. XLM

8. XLNET
9. CTRL

LIWC
Readability score

Entropy

Random
Forest

K=9 authors
Stylometric 

Features
Classification 

model
Figure: Distribution of generated texts on 

2- dimensions using PCA.

Uchendu, A., Le, T., Shu, K., & Lee, D. (2020, January). Authorship attribution for neural text generation. In Conf. on Empirical Methods in Natural Language 
Processing (EMNLP).



Linguistic Inquiry & Word Count (LIWC)

❑LIWC has 93 features, of which 
69 are categorized into:
oStandard Linguistic Dimensions 

(e.g., pronouns, past tense),

oPsychological Processes (e.g., 
social processes),

oPersonal concerns (e.g., money, 
achievement), and

oSpoken Categories (e.g., assent, 
nonfluencies)

34

Feature​​
Examples of 

words​​

Friends​​
Pal, buddy, 
coworker​​

Positive 
Emotions​​

Happy, pretty, 
good​​

Insight​​
Think, know, 

consider​​

Exclusive​​
But, except, 

without​​

Uchendu, A., Le, T., Shu, K., & Lee, D. (2020, November). Authorship Attribution for Neural Text Generation. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language 
Processing (EMNLP) (pp. 8384-8395).
Pennebaker, J. W., Francis, M. E., & Booth, R. J. (2001). Linguistic inquiry and word count: LIWC 2001. Mahway: Lawrence Erlbaum Associates, 71(2001), 2001.



Readability score

❑Using vocabulary usage to extract grade level of author 

35

Flesh Reading
Ease Score​​

Readability
Level​​

Grade​​ Syllables per
100 words​​

Avg Sentence
Length​​

90-100​​ Very Easy​​ 5​​ 123​​ 8​​

80-90​​ Easy​​ 6​​ 131​​ 11​​

70-80​​ Fairly Easy​​ 7​​ 139​​ 14​​

60-70​​ Standard​​ 8-9​​ 147​​ 17​​

50-60​​ Fairly Difficult​​ 10-12​​ 155​​ 21​​

30-50​​ Difficult​​ College​​ 167​​ 25​​

0-30​​ Very Difficult​​ Post-college​​ 192​​ 29​​

Uchendu, A., Le, T., Shu, K., & Lee, D. (2020, November). Authorship Attribution for Neural Text Generation. In Proceedings of the 2020 Conference on Empirical Methods in Natural 
Language Processing (EMNLP) (pp. 8384-8395).



Entropy

❑Entropy is a measure of uncertainty/surprisal

❑Low probability events have high surprisal which means 
more information

❑# of unique characters (Ex: "bbbbbbbb" as high probability = 
low entropy)

36

[1] Uchendu, A., Le, T., Shu, K., & Lee, D. (2020, November). Authorship Attribution for Neural Text Generation. In Proceedings of the 2020 Conference on Empirical Methods in Natural 
Language Processing (EMNLP) (pp. 8384-8395).
[2] Isabelle, P., Charniak, E., & Lin, D. (2002, July). Proceedings of the 40th Annual Meeting of the Association for Computational Linguistics. In Pro ceedings of the 40th Annual Meeting of 
the Association for Computational Linguistics.



Insights from Linguistic model

❑LIWC-Article is the usage of articles (i.e., the, a, an) in texts

❑LIWC-Analytic reflects the formality, and logical nature of the text

❑A high LIWC-Authentic score means that the author of the text is 
honest or less evasive

❑The best text-generators (HUMAN, GROVER, GPT-2, and FAIR)

37
Uchendu, A., Le, T., Shu, K., & Lee, D. (2020, January). Authorship attribution for neural text generation. In Conf. on Empirical Methods in Natural Language 
Processing (EMNLP).



Conclusion of Linguistic model

❑Human, GROVER, GPT2 and FAIR are the most 
sophisticated text generators

❑CTRL, XLM and XLNET are fairly easy to detect

❑Linguistic features (i.e., LIWC + Entropy + Readability score) 
are able to capture an author’s writing style

❑Creation of more sophisticated text generators will increase 
the difficulty of the problem

38



Deep learning-based Attribution (Transformer-based)

❑ BERT

❑ RoBERTa

❑ DistilBERT

❑ ELECTRA

39



DL Attribution: Fine-tune Transformer-based model

40



GPT-2 Output detector – RoBERTa 

41
https://openai-openai-detector.hf.space/

https://openai-openai-detector.hf.space/


GROVER detect

42

https://grover.allenai.org/detect

https://grover.allenai.org/detect


Statistical-based Attribution

❑Statistical-based classifiers 
use the probability distribution 
of the texts as features to 
detect deepfake vs. human 
texts

43

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D. (2021, November). TURINGBENCH: A Benchmark Environment for Turing Test in the Age of 
Neural Text Generation. In Findings of the Association for Computational Linguistics: EMNLP 2021 (pp. 2001-2016).



Statistical Classifier: GLTR

44

1. probability of the word
2. the absolute rank of the word
3. the entropy of the predicted 

distribution to detect deepfake 
texts.

• Green represents the most probable 
words

• yellow the 2nd most probable
• Red the least probable
• purple the highest improbable words.



Statistical-based detector: DetectGPT

45

We identify and exploit the tendency of machine-generated 
passages x ∼ pθ(·) (left) to lie in negative curvature regions of 

log p(x), where nearby samples have lower model log 
probability on average. In contrast, human-written text x ∼ 

p_real(·) (right) tends not to occupy regions with clear negative 
log probability curvature

https://detectgpt.ericmitchell.ai/

Mitchell, E., et al. (2023). DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature. arXiv preprint arXiv:2301.11305.

https://detectgpt.ericmitchell.ai/


DetectGPT results (AUROC)

46Mitchell, E., et al. (2023). DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature. arXiv preprint arXiv:2301.11305.



Hybrid Attribution: FAST

47

Zhong, W., Tang, D., Xu, Z., Wang, R., Duan, N., Zhou, M., ... & Yin, J. (2020, November). Neural Deepfake Detection with Fac tual Structure of 
Text. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 2461-2470).



FAST results

❑FAST captures 
factual structures

❑FAST outperforms 
all other models

48

Performance on the test set of news-style dataset in terms 
of unpaired and paired accuracy. Our model is abbreviated 
as FAST. Size indicates approximate model size.

Zhong, W., Tang, D., Xu, Z., Wang, R., Duan, N., Zhou, M., ... & Yin, J. (2020, November). Neural Deepfake Detection with Factual Structure of 
Text. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 2461-2470).



Conclusion: Level of Accuracy

49

Stylometric

Attribution

Deep Learning

Attribution

Statistical

Attribution

Hybrid

Attribution

LEVEL OF ACCURACY+ -



Human-based Evaluation of Deepfake Texts

All that's human is not gold: 
Evaluating human evaluation 
of generated text

50
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All 

That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated Text. In Proceedings of the 
59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint 

Conference on Natural Language Processing (Volume 1: Long Papers) (pp. 7282-7296).



Experiment

❑Amazon Mechanical Turk (AMT) 
study to collect the text 
evaluations with non-expert 
evaluators (N=780)

❑3 Domains:
oStory
oNews
oRecipe

❑2 LLMs
oGPT-2 XL
oGPT-3

51
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated 

Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language 
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Task: Rate the text on a 4-point scale (Before Training)

❑If Option 1 is selected, ask 
"why did you select this ration"? 

❑Else, ask "What would you 
change to make it seem more 
human-like?"

52
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated 

Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language 
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Training techniques

1. Instruction-based training

2. Example-based training

3. Comparison-based training

53
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated 

Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language 
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Instruction-based training

54
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated 

Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language 
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Example-based Training

55
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated 

Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language 
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Comparison-based Training

56
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated 

Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language 
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Results: without & with Training

57
Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That’s ‘Human’Is Not Gold: Evaluating Human Evaluation of Generated 

Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language 
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Conclusion

❑Both untrained and trained humans perform poorly

❑Example-based training is the best

❑We need better training and evaluation techniques

58



Human-based Evaluation of Deepfake Texts

Is GPT-3 Text Indistinguishable 
from Human Text? 
SCARECROW: A framework for 
scrutinizing machine text

59Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 

Text Indistinguishable from Human Text? Scarecrow: A Framework for Scrutinizing Machine 
Text. In Proceedings of the 60th Annual Meeting of the Association for Computational 

Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Framework

1. A framework for 
scrutinizing deepfake texts 
through crowd annotation

2. A systematic way for humans to 
mark issues throughout the 
text and explain what is wrong

60Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for 
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Crowd Annotations of Errors in Artificial vs. 
Human Texts

1. Language errors – lack 
of coherency & consistency in 
text

2. Factual errors - incorrect 
information in text

3. Reader issues -
1.text is too obscure or

2.filled with too many jargon

61Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for 
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Error Types in the Scarecrow Framework

62Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for 
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



LLMs

1. GPT-2 small

2. GPT-2 XL

3. GROVER Mega

4. GPT-3

63Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for 
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Methods

❑Training
oTake an extensive qualification test
oTest trains participants in categorization schemes
opass participants if they score ≥ 90 points out of 100 points
oPay participants $40

❑Annotation:
oParticipants annotate each paragraph using a custom annotation 

interface

❑Data Collection:
oCollect 13k human annotations of 1.3k paragraphs using 

SCARECROW, resulting in over 41k spans

64Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for 
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



SCARECROW Annotation interface

65

https://yao-dou.github.io/scarecrow/

https://yao-dou.github.io/scarecrow/


Key Insights

66Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for 
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Human-based Evaluation of Deepfake Texts

Understanding Individual and 
Team-based Human Factors 
in Detecting Deepfake Texts

67Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. (2023). Understanding 

Individual and Team-based Human Factors in Detecting Deepfake Texts. arXiv preprint 

arXiv:2304.01002.



Human Evaluation: Task

68

Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. (2023). Understanding Individual and Team-based Human Factors in Detecting Deepfake 
Texts. arXiv preprint arXiv:2304.01002.



Training Technique: Example-based

69

Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. (2023). Understanding Individual and Team-based Human Factors in Detecting Deepfake 
Texts. arXiv preprint arXiv:2304.01002.



Results

70
Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. (2023). Understanding Individual and Team-based Human Factors in Detecting Deepfake 
Texts. arXiv preprint arXiv:2304.01002.



Recent Open source GPT-3 & ChatGPT detector

71

Detector Author Link Publish year

DetectGPT Stanford https://detectgpt.ericmitchell.ai/ 2023

GPTZero Unknown https://gptzero.me/ 2023

ChatGPT detector OpenAI https://platform.openai.com/ai-text-classifier 2023

ZeroGPT Unknown https://www.zerogpt.com/ 2023

AI detector Originality.AI https://originality.ai/?lmref=yjETBg 2023

AI content detector Copyleak https://copyleaks.com/features/ai-content-detector 2023

ChatGPT detector Huggingface https://hello-simpleai-chatgpt-detector-ling.hf.space/ 2023

CheckGPT ArticleBot https://www.app.got-it.ai/articlebot 2023

AI content detector Sapling https://sapling.ai/utilities/ai-content-detector 2023

AI detector Crossplag https://crossplag.com/ai-content-detector/ 2023

ChatGPT detector Writefull https://x.writefull.com/gpt-detector 2023

ChatGPT detector Draft & Goal https://detector.dng.ai/ 2023

AI content detector Writer https://writer.com/ai-content-detector/ 2023

https://detectgpt.ericmitchell.ai/
https://gptzero.me/
https://platform.openai.com/ai-text-classifier
https://www.zerogpt.com/
https://originality.ai/?lmref=yjETBg
https://copyleaks.com/features/ai-content-detector
https://hello-simpleai-chatgpt-detector-ling.hf.space/
https://www.app.got-it.ai/articlebot
https://sapling.ai/utilities/ai-content-detector
https://crossplag.com/ai-content-detector/
https://x.writefull.com/gpt-detector
https://detector.dng.ai/
https://writer.com/ai-content-detector/
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https://adauchendu.github.io/Tutorials/
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Motivation

❑ Can we make a deepfake text undetectable or conceal 
the authorship of a deepfake text by making small 
changes to the text while preserving semantics?

73



What make up the authorship of a text?

❑ Philosophical question: ”The 
ship of Theseus” 

❑ Deepfake obfuscation as a 
relaxation of “the ship of 
Theseus” 

❑ or using detector as the 
ground-truth for meaningful 
changes

Grant, T., & MacLeod, N. (2018). Resources and constraints in linguistic identity 

performance–a theory of authorship. Language and Law. Linguagem e Direito, 5(1), 80-96.
74

https ://www.pastille.no/comics/ship-of-theseus



From Detection to Obfuscation

75

❑ Detected as “Deepfake” or “Machine-Generated” text



From Detection to Obfuscation

76

❑ Makes (minimal) changes to conceal authorship and 
preserving semantics

White House floods 
during Washington DC 
rainstorm on August 9

“…water pouring 
through flooding to 

the entrance…”

“…in decades the last 
20 years…”



Obfuscate GPT2 – Human Trial

Jun Jang, Thai Le (2023) (working paper)
77



Taxonomy – Obfuscation Technique

78Uchendu, A., Le, T., & Lee, D. (2022). Attribution and Obfuscation of Neural Text 
Authorship: A Data Mining Perspective. KDD Explorations, Vol. 25, June 2023

Word Choice

Word Order

Word Form

Punctuation



Taxonomy - Obfuscation Mechanism

❑ The scenario on which obfuscation is done (so-called 
threat model in security) is crucial

79

Indirect Obfuscation
(multiple-adversaries)

Direct Obfuscation
(one adversary)

Transferable Obfuscation
(multiple-adversaries)



Stylometric Obfuscation

Table: Examples of stylometric obfuscation techniques
80

Technique Obfuscated Example
Stylometric 

Category
Preserves 
Semantics

Homoglyph Hello -> HeІІo Orthographic X

Upper/Lower Flip Hello -> heLlo Morphological X

Misspellings attack Acceptable –> Acceptible Lexical

Whitespace attack Will face -> Willface Lexical

Deduplicate tokens The car … the money -> the car … money Lexical

Shuffle tokens Hello are -> are hello Syntactic

Mutant-X & Avengers
What are the ramifications of this study? -> What 
are the ramifications of this survey? Lexical X

ALISON
I got back my first draft of my memo ->  i had 
finished my first draft of the novel

Syntactic X

❑ Current techniques tend to focus on one or only a few 
linguistic feature(s) to obfuscate – lexical, syntactical, etc.



Stylometric Obfuscation: PAN tasks [1]
❑ Stylometric PAN’16 [2]:

▪ Apply text transformations (e.g., remove stop words, inserting punctuations, lower case) to 

push statistical metrics of each sentence closer to those of the corpus average

▪ Statistics: avg # of words, #punctuation / #word token, #stop word / #word token, etc.

❑ Sentence Simplification PAN’17 [3]:

▪ From:  “Basically, my job involves computer skills”

▪ To  :  “My job involves computer skills”

❑ Back Translation NMTPAN’16 [4] :

▪ English → IL1 → IL2 → ... ILn → English

▪ English → German → French → English

▪ IL: Intermediate Language

81

[1] S. Potthast and S. Hagen. Overview of the Author Obfuscation Task at PAN 2018: A New Approach to Measuring Safety. In Notebook for PAN at CLEF 2018, 2018.
[2] Karadzhov, G. et al. (2017). The Case for Being Average: A Mediocrity Approach to Style Masking and Author Obfuscation: (Best of the Labs Track at CLEF-2017). 
[3] D. Castro-Castro, R. O. Bueno, and R. Munoz. Author Masking by Sentence Transformation. In Notebook for PAN at CLEF, 2017.
[4] Y. Keswani, H. Trivedi, P. Mehta, and P. Majumder. Author Masking through Translation. In Notebook for PAN at CLEF 2016.



Stylometric Obfuscation: Mutant-X
❑ Replacing words with neighboring words via sentiment-specific 

word embeddings (customized word2vec) 

❑ Obfuscate text using Genetic Algorithm until (1) detector’s 
authorship changes + (2) semantic preserves

Mahmood, A., Ahmad, F., Shafiq, Z., Srinivasan, P., & Zaffar, F. (2019). A Girl Has No Name: Automated 
Authorship Obfuscation using Mutant-X. Proc. Priv. Enhancing Technol., 2019(4), 54-71.
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Direct Obfuscation: Interact 
with (hence required) the 
target Deepfake detector 

during obfuscation



Stylometric Obfuscation: Avengers
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❑ Obfuscations that are transferable 

to unknown/blind adversaries

❑ Surrogate model is designed as an 

Ensemble model

❑ Assume the same set of training 

features between obfuscator and 

detector

Haroon, M., Zaffar, F., Srinivasan, P., & Shafiq, Z. (2021). Avengers ensemble! Improving 
transferability of authorship obfuscation. arXiv preprint arXiv:2109.07028.



Stylometric Obfuscation: Avengers
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❑ Ensemble surrogate model improves transferability

Surrogate Model

Attack Success Rate on Target Model

Average

RFC SVM MLP Ensemble

RFC (Mutant-X) 28.2 26.2 14.6 29.1 24.53

SVM (Mutant-X) 1.6 93.7 10.1 7.4 28.2

Ensemble 18.4 61.0 21.9 71.9 43.3

Haroon, M., Zaffar, F., Srinivasan, P., & Shafiq, Z. (2021). Avengers ensemble! Improving 
transferability of authorship obfuscation. arXiv preprint arXiv:2109.07028.



Stylometric Obfuscation: DFTFooler

❑ Indirect obfuscation: 
require no queries to the 
detector, no surrogate 
model 

❑ Utilize pre-trained LLM: 
substitute a subset of most 
confidently predicted 
words (green/yellow) with 
lower confident synonyms 
(red/purple) 

❑ GLTR’s insights

Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023
85

Real-World Machine-Generated Text (GLTR.io)

Human-Written Scientific Abstract (GLTR.io)



Statistical Obfuscation: Mikhail, 2022 [1,2]

❑ Option 1: train an internal 

deepfake detector and uses it to 

select texts with the highest human-

class probability 

❑ Option 2: use the internal detector 

as additional signal to guide 

beam-search to generate more 

human-like texts (discriminative 

adversarial search [2])
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[1] Mikhail Orzhenovskii. 2022. Detecting Auto-generated Texts with Language Model and Attacking the Detector. Computational Linguistics and Intellectua l Technologies: 
Proceedings of the International Conference “Dialogue 2022 (2022)
[2] Scialom, T., Dray, P. A., Lamprier, S., Piwowarski, B., & Staiano, J. (2020, November). Discriminative adversarial search for abstractive summarization. In International 

Conference on Machine Learning (pp. 8555-8564). PMLR.



Statistical Obfuscation: Changing decoding strategy

❑ Misalignment of decoding 
strategies between detector 
and generator leads to lower 
detection performance => 
simple and effective.

❑ Many detectors witnessed 
13.3%--97.6% degradation 
in recall of machine-
generated texts.

87
Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023

Detector and Baseline 
Decoding

Top-p
Recall 

Change

BERT (Top-p 0.96) 0.8 -13.3

GLTR-GPT2 (Top-k 40 + 
Temperature 0.7) 0.98 -97.6

GROVER (Top-p 0.94) 0.98 -35.6

FAST (Top-p 0.96) 1.0 -9.7

RoBERTa (Top-p 0.96) 1.0 -22.0



Stylometric Obfuscation: From Adversarial Texts

AO technique Obfuscated text Example

TextFooler [1] You don't have to know about music to 
acknowledging the film's easygoing mixtures of 
mockery and ballad

DeepWordBug [2] You don't have to know about music to appreciate the 
film's easygoing blsend of comedy and romance

Perturbation-in-the-Wild [3] You don’t have to know about music to appresiate the 
film’s easygoing blend of comedy and romamce
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❑ Original text: 
o“You don't have to know about music to appreciate the film's 

easygoing blend of comedy and romance" 

[1] Jin, Di , et a l. "Is BERT Really Robust? Natural Language Attack on Text Classification and Entailment." arXiv preprint arXiv:1907.11932 (2019)
[2] Gao, J., Lanchantin, J., Soffa, M. L., & Qi , Y. (2018, May). Black-box generation of adversarial text sequences to evade deep learning classifiers. In 2018 IEEE Security and Privacy Workshops (SPW) (pp. 50-56). IEEE.
[3] Thai  Le, Jooyoung Lee, Kevin Yen, Yifan Hu, and Dongwon Lee. 2022. Perturbations in the Wild: Leveraging Human-Written Text Perturbations for Realistic Adversarial Attack and Defense. In Findings of the Association 
for Computational Linguistics: ACL 2022, pages 2953–2965, Dublin, Ireland. Association for Computational Linguistics.



CS + Linguistics => Deepfake Obfuscation

89

Computer Science

Linguistics

Speed Efficiency
Transfer-

ability

Writer 
Profiling

Writing
Structure

Stylometry



Outline

1. Introduction & Generation – 20 
minutes

2. Hands-on Game: 10 minutes

3. Detection – 30 minutes

4. Obfuscation – 25 minutes

5. Conclusion – 5 minutes
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https://adauchendu.github.io/Tutorials/
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https://adauchendu.github.io/Tutorials/


Open Problems & Challenges

91

DETECTION

OBFUSCATION



Future of Deepfake Detection: "LLM utopia"

92
Kirchenbauer, J., Geiping, J., Wen, Y., Katz, J., Miers, I., & Goldstein, T. (2023). A watermark for large language models. arXiv preprint arXiv:2301.10226.

❑ A pattern in text that 
is hidden to human naked 
eyes but algorithmically 
identifiable as machine-
generated

❑ Enable rigorous statistical 
significance test



Conclusion

❑ LLMs are ubiquitous, 
continuously improving

❑ Arms Race among 
Generators, Detectors 
and Obfuscators

❑ We need to study them 
altogether

93

Generator

DetectorObfuscator
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