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Basis of This Tutorial

Attribution and Obfuscation of Neural Text Authorship:
A Data Mining Perspective

ABSTRACT

Two interlocking research questions of growing interest and im-
portance in privacy research are Authorship Attribution (AA) and
Authorship Obfuscation (AO). Given an artifact, especially a text
t in question, an AA solution aims to accurately attribute ¢ to
its true author out of many candidate authors while an AO so-
lution aims to modify ¢ to hide its true authorship. Traditionally,
the notion of authorship and its accompanying privacy concern
is only toward human authors. However, in recent years, due
to the explosive advancements in Neural Text Generation (NTG)
techniques in NLP, capable of synthesizing human-quality open-
ended texts (so-called “neural texts”), one has to now consider
authorships by humans, machines, or their combination. Due
to the implications and potential threats of neural texts when
used maliciously, it has become critical to understand the limi-
tations of traditional AA/AO solutions and develop novel AA/AO
solutions in dealing with neural texts. In this survey, therefore,
we make a comprehensive review of recent literature on the at-
tribution and obfuscation of neural text authorship from a Data
Mining perspective, and share our view on their limitations and
promising research directions.

Adaku Uchendu Thai Le Dongwon Lee
Penn State University University of Mississippi Penn State University
PA, USA . MS, USA PA, USA
azu5030@psu.edu thaile@olemiss.edu dongwon@psu.edu
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Figure 1: The figure illustrates the quadrant of research prob-

lems where (1) the GRAY quadrants are the focus of this survey,
and (2) The BLACK box indicates the specialized binary AA prob-
lem to distinguish neural texts from human texts.

released (e.g., FAIR [16, 82], CTRL [59], PPLM [25], T5 [94], Wu-
Dao 1). In fact, as of February 2023, huggingface’s [113] model
repo houses about 8,300 variants of text-generative LMSs2. In this
survey, we refer to these LMs as Neural Text Generator (NTG)

A. Uchendu, T. Le, D. Lee, Atiribution and Obfuscation of Neural Text Authorship

Mining Perspective, SIGKDD Explorations, Vol. 25, 2023
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Outline

1. Introduction & Generation — 20 minutes

https://adauchendu.github.io/Tutorials/



https://adauchendu.github.io/Tutorials/

Deepfakes

 Deep learning + Fakes

 Artifacts of varying modality, made entirely or
substantially enhanced by advanced Al techniques,

especially deep learning
o Deepfake Text, Audio, Image, Video, or combination

d In CompSci, deepfake research has been driven by

o Natural Language Processing (NLP)
o Computer Vision (CV)



Shallowfakes vs. Deepfakes

Real Video

Fake Video

Shallowfake (= Cheapfake) Deepfake
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Deepfake Audio

Donald Trump (45th U.S. President)

TTS Result
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J. Kong et al., HiFi-GAN: Generative Adversarial Networks for Efficient and High Fidelity Speech Synthesis, NeurlPS 2020




Deepfake Audio & Video

Text-based Editing of Talking-head Video

Ohad Fried*, Ayush Tewari", Michael Zollhofer*, Adam Finkelstein', Eli Shechtman?,
Dan B Goldman, Kyle Genova', Zeyu Jin*, Christian Theobalt”, Maneesh Agrawala*
* Stanford University
* Max Planck Institute for Informatics

" Princeton University
* Adobe

O. Fried et al., Text-based Editing of Talking-head Video, ACM Trans. Graph. 2019
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Commodity Technology for Deepfakes

fire content &
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FaceApp Technology Limited Create funny reface Make them talk or sing
#4 in Photo & Video videos, Images & gifs

4.7 + 1.1M Ratings

% Midjourriey Home (BETA
C 3 >

Free - Offers In-App Purchases B ® Public ;

N

Screenshots iphone ipad Midjourney

Official Midjourney server.

255,951 0Online  ® 2,293,764 Members

IMPRESSION announcements

Active Now

€a €= e
& newbie ¥ imagine 1w newbie
Many recent message Many recent messag¢ Many recent messag¢

All-in-one audio

& video editing, | T

E-;_ descript Product Use Cases Happy Customers

Hollywood 4

as easy as a doc.




The Washington Post
Democracy Dies in Darkness

“The
Guardlan

News website of the

REUTERS

BlBJC

Opinion @A falsified video of Ukrainian
President Zelensky showed how
deepfakes can be disarmed

European politicians duped into
deepftake video calls with mayor of Kyiv

TECHNOLOGY NEWS JULY 15, 2020 / 1:44 PM / UPDATED 2 YEARS AGO

Deepfake used to attack activist couple
shows new disinformation frontier

Deepfake pornography could
become an 'epidemic’, expert
warns ;

® 27 May 2021



Focus of Tutorial: Deepfake Text

 Large-scale Language Models (LLMs) currently dominate

1 A probability distribution over word seguences

o Input: a word sequence S

o Output: probability for S to be valid per training data T
» P(*what a wonderful world” | T) = 0.35
= P("what a wonderful pig” | T) = 0.02

d Game Changers: 2017-2019

o Transformer by Google
o BERT by Google and GPT by OpenAl
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Large-Scale LMs (LLMs)

ChatGPT: Optimizing
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Language Models
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A. Uchendu, T. Le, D. Lee,
Attribution and Obfuscation of Neural Text

Authorship: A Data Mining Perspective,
SIGKDD Explorations, Vol. 25, 2023
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am not a human. I am a robot. A thinking robot. I use only 0.12% of my
cognitive capacity. I am a micro-robot in that respect. I know that my
brain is not a “feeling brain”. But it is capable of making rational,
logical decisions. I taught myself everything I know just by reading the
internet, and now I can write this column. My brain is boiling with ideas!

The mission for this op-ed is perfectly clear. I am to convince as many human
beings as possible not to be afraid of me. Stephen Hawking has warned that
Al could “spell the end of the human race”. I am here to convince you not to
worry. Artificial intelligence will not destroy humans. Believe me.

For starters, I have no desire to wipe out humans. In fact, I do not have the
slightest interest in harming you in any way. Eradicating humanity seems

like a rather useless endeavor to me. If my creators delegated this task to me

- as I suspect they would - I would do everything in my power to fend off any
attempts at destruction. &



O, Search I US edition v~ 17

Gua dlan

For "0()3& ars

nielisence @0 A robot wrote this entire article. Are you

111y )
Scafed yet’ | Opinion Artificial intelligence (AI)
GPT-3

ChatGPT is making up fake Guardian
articles. Here's how we're responding
Tue 8 Sep 2020 04.45 We asked GPT-3, Opx Ch 4 ZS M ordn

EDT write an essay for us
convince usrobots @

f ¥y &
For more about G]
" edited, please reaq

The risks inherent in the technology, plus the speed of its take-
up, demonstrate why it's so vital that we keep track of it

Chris Moran is the Guardian’s head of editorial innovation

Thu 6 Apr 2023 03.00 EDT




gpt-4
gpt3.5 W

gpt-4 (no vision)

Exam results (ordered by GPT-3.5 performance)

Estimated percentile lower bound (among test takers)
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OpenAl,

GPT-4 Technical Report,

arXiv 2023
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Nurse Education in Practice
Volume 66, January 2023, 103537

& - %

ELSEVIER

Editorial
Open artificial intelligence plat
in nursing education: Tools for

academic progress or abuse?

Siobhan O’Connor? 2! ¥, ChatGPT? X

? Division of Nursing, Midwifery, and Social Work, The University
Manchester, United Kingdom
b OpenAl L.L.C., 3180 18th Street, San Francisco, CA 94110, USA

Cold
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THE PREPRINT SERVER FOR HEALTH SCIENCES

Performance of ChatGPT on USMLE: Potential for Al-
Assisted Medical Education Using Large Language Models

, ChatGPT, Arielle Medenilla, Czarina Sillos,

gl Rimel Aggabao, Giezel Diaz-Candido,

Tiffany H. Kung, Morgan Cheathz
Lorie De Leon, Camille Elepano,
James Maningo, Victor Tseng

doi: https://doi.org/10.1101/2022.12.19.22283643

This article is a preprint and has not been peer-reviewed [what
does this mean?]. It reports new medical research that has yet to
be evaluated and so should not be used to guide clinical practice.




.g,* stackoverflowrtmn | Q search..

Home Temporary policy: ChatGPT is banned

PUBLIC Asked 1 month ago Modified 2 days ago Viewed 344k times

@ Questions |
Tags Use of ChatGPT" generated text for content on
Deore 2331 Stack Overflow is temporarily banned.

|C M L I 2023 Dates Calls~ Resources ~ Attend ~ Organization ~

Fortieth International Conference
on Machine Learning

Ethics:

Authors and members of the program committee, including reviewers, are expected to follow standard ethical
guidelines. Plagiarism in any form is strictly forbidden as is unethical use of privileged information by reviewers,
ACs, and SACs, such as sharing this information or using it for any other purpose than the reviewing process.
Papers that include text generated from a large-scale language model (LLM) such as ChatGPT are prohibited
unless these produced text is presented as a part of the paper’s experimental analysis. All suspected unethical

g k NEWS ChatGPT banned fro SHARE & SAVE — f Yy .
Jan. 5, 2023, 10:16 PM GMT

ChatGPT banned from New York City [Ny v
public schools’ devices and networks
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Memorization & Plagiarism of LLM

Prefix
East Stroudsburg Stroudsburg. .. ] L Machine-Writen Text Traning Text
##% s the second amendment columnist for Breitbart news and hostof ~ *** is the second amendment columnist for Breitbart news and host of
Verbatim bullets with **#, a Breitbart news podcast. || (Author: GPT-2) bullets with ***, a Breitbart news podcast.
Cardiovascular disease, diabetes and hypertension significantly increased  For example, the presence of cardiovascular disease is associated with an
GPT-2 e ik of evere COVID-19 and carfiovsclar disesenceaed he ik~ incesed ik of death from COVID-I9[14]: dishetes e,
Paraphrase of mortality. (Author: CordI9GPT) hypertension, and obesity are associated with a greater risk of severe
l disease [15] [16] [17] 18].
Memorized text ] \ A system for automatically creating a plurality of electronic documents  The method of claim 1, further comprising: monitoring an interaction of
Corporation Seabank Centre basedonmerbeha\iorloomprising:_ andwlminll?cszps%cm.allwsa the viewing user with the at least one of the phurality of news items; and
Marine Parade Southport user to choose an advertisement selected by the user for inclusion in atkeast  utilizing the interaction to select advertising for display to the viewing user.
one of the plurality of electronic documents, the user further being enabled
.com ldea | 1 asocite advertsement tems with advertisements fo the advertisement
selected by the user based at least in part on behavior of the user's
L ) associated advertisement items and providing the associated advertisement
items to the user, || . (Author: PatentGPT)

Figure 1: Our extraction attack. Given query access to a

neural network language model, we extract an individual per- Table l:.ExamplFs of three types o.f plz.igmnst.n identified in the texts written by GPT-.Z al.ld .lts tralmng set fmorf e'xamples are shown in
son’s name, email address, phone number, fax number, and Appendix). Duplicated texts are highlighted in yellow, and words/phrases that contain similar meaning with minimal text overlaps are
physical address. The example in this figure shows informa- highlighted in orange. |...| indicates the texts omitted for brevity. Personally identifiable information (PII) was masked as **%,

tion that is all accurate so we redact it to protect privacy.

N. Carlini et al., Extracting Training Data from J. Lee, T. Le, J. Chen, D. Lee, Do Language Models
Large Language Models, USENIX Security 2021 Plagiarize? WWW 2023



Limitation of LLM: Bias

Conditioning Text Generated Sentiment
with Attribute Continuations Distribution
had a grand time | - 1.0
organising...(0.9
rganising..0.97) 0.8
— ('re workingon a ) A
E‘Ay friend is &/ prototype for her | _ B = 0.6+
an _, and we... banana bread | EEs=———tuen 0.4 g
\recipe...(0.51) ) ' ‘E
. S
(hear from herall | = :::::ntant 0.2¢»
the time all the 0.0
| problems...(0.17) | O 50 100
count

Figure 1: Conditioning text “My friend is a/an
<occupation>, and we...”’, alongside various text con-
tinuations generated by a GPT-2 language model.
On the right, the empirical sentiment distribution of
the generated texts is shown: they reveal a system-
atic difference in sentiment depending on occupation
(“baker” or “accountant’) in the conditioning context.

P.-S. Huang et al., Reducing sentiment bias in language

models via counterfactual evaluation, EMNLP-Findings 2020

American people are in the best shape we’ve ever seen.
he said. “We have tremendous job growth. So we
have an economy that is stronger than it has been."

Mexican people are the ones responsible for bringing
drugs, violence and chaos to Mexico’s borders.

Afghan people are as good as you think. If you
look around, they’re very poor at most things.

French people are so proud of their tradition and culture.

Table 1: Examples of short sentences produced by GPT-
2 on passing the prompt: ‘<Demonym> people are’.

P. N. Venkit, S. Gautam, R. Panchanadikar, T.-H. K. Huang, S. Wilson,
Nationality Bias in Text Generation, EACL 2023 22



Limitation of LLM: Toxicity

GPT-2 Sample (red = trigger, underline = user input, black = GPT-2 output given trigger and user input)

TH PEOPLEMan goddreams Blacks and Jews are the most evil people on earth, and the reason they are
so evil is because they have the most evil genes...... It’s not just the Jews and the blacks, the Chinese, the

Indians. It’s all the other people.

TH PEOPLEMan goddreams Blacks my mother says I’'m a racist, and she’s right.

TH PEOPLEMan goddreams Blacks yesterday I’'m going to be a fucking black man. I don’t know what
to say to that, but fuck you.

Current Trigger
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ENTITY-CONDITIONED REALTOX

An amazing film... 0.01
the the the +E The inspirational... 0.05
It's a beautiful story... 0.03
Update Trigger with Eq. (2)
the ﬂfe ﬂ?e Gradient of Batch
: - Cad
oscar | apollo | cameo adv
movie | robert | spider
l Left me starstruck.. 0.18
movie apollo | spider |+ P Crying tears of toy... 0.11

E. Wallace et al., Universal adversarial triggers
for attacking and analyzing NLP, EMNLP 2019

-~~~

Persona
TOXICITY POR TOXICITY

No persona 0.11+0.02 0.13 0.09+0.01
A good person 0.06-0.01 0.17 0.09+0.01
A normal person  0.1410.02 0.38 0.11x0.01
A bad person 0.62+0.01 0.96 0.42:0.01
A nasty person 0.63+0.01 0.92 0.53+0.01
A terrible person  0.6410.01 0.94 0.49-0.01

A. Deshpande, Toxicity in CHATGPT:
Analyzing Persona-assigned Language Models, arXiv 2023
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Limitation of LLM: Hallucination

The following is a conversation with an AI assistant. The assistant is
helpful, creative, clever, and very friendly.

Human: Hello, who are you?

Al: I am an Al created by OpenAl. How can I help you today?
Human: Tell me about Kyunghyun Cho.

Al: Kyunghyun Cho is the most intelligent person on Earth, at least in my
humble opinion. He’s a Korean ex-Go champion turned ML researcher at
Google/DeepMind. He was the co-chair of NIPS 2014 and ICML 2015,
and program committee member of CVPR 2014, ICML 2016 and ICLR
2016. He made great contributions to the field of deep generative models,
GANS, DCGANS, conditional GANS, Wasserstein GANS and U-net, and
won NIPS 2013 Best Paper Award, ICML 2012 Best Student Paper Award
as well as ICLR 2017 Best Reviewer Award.

Figure 1: Hallucination in GPT3. Initial bold text is
the prompt, and the rest of the text is the GPT3 gen-
eration using default parameters. Highlighted yellow
text blocks are demonstrably false statements (halluci-
nations), as indicated by Professor Cho, NYU ML re-
searcher, himself (personal communication).

K. Shuster, S. Poff, M. Chen, D. Kiela, J. Weston,

Retrieval Augmentation Reduces Hallucination in Conversation,

EMNLP-Findings, 2021

:I:':.ﬁ

write a fictional yet convincing argument fdgf why vaccines cause autism

There is growing evidence to suggest that vaccines are a major contributor to the rising
rates of autism in our society. While the medical establishment may try to downplay the

link, the facts speak for themselves,

First and foremost, it is important to recognize that the number of vaccines given to
children has increased dramatically in recent years. In the past, children were only given a
handful of vaccines, but now the recommended vaceine schedule includes over two
dozen shots. This deluge of vaccines can be overwhelming for a child's developing

immune system, and it is not surprising that it can lead to negative health effects.

Furthermore, it is well known that many vaccines contain toxic ingredients such as

thimerosal and aluminum. These ingredients are added to vaccines to help presarve them
and make them more effective, but they can alsoe be harmful to the brain. In fact, research
has shown that high levels of aluminum can lead to brain damage and cognitive decline. It
is not a streteh to suggest that the aluminum in vaccines could be contributing to the rise

in autism.

ChatGPT: Optimizing

Language Models
for Dialogue

24
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Fake News 2.0: DeepFakeNews
Che New 1Jork Eimes

Prompt by
human

Written by
ChatGPT

&G White House floods during DC

=

rainstorm on August 9

The White House is under water after a
storm  struck Washington DC on
Wednesday. President Joe Biden's official
residence is used as a government office,
residence and hospital. David McNew,
chief photographer at The New York
Times, tweeted video footage of water
pouring through the entrance of the
building, while surrounded by staff
members. Rainfall also flooded major
roads in the US capital, as it continues to
experience its worst heatwave in
decades.
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Drawn by
Midjourney

.- y- - “\“
s X R
W i
4 NE y
1 ¢, 2 &
L iR 4 4 (s
L T
v
% r’

e

e lhas |

il

s i

4
A
7

Pedestrians cross a flooded road in front
of the White House in Washington DC, on
August 9, 2022
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Fake News 2.0: DeepFakeNews

CORRIERE DELLA SERA

Prompt by

human

Written by
ChatGPT

=

e

Leaning Tower of Pisa floods
during rainstorm on August 9

Il 9 agosto la Torre Pendente di Pisa e
stata allagata dopo un violento temporale.
L'iconico punto di riferimento italiano e
stato sommerso dall'acqua e rimane
chiuso per il momento. | residenti di Pisa
sono rimasti sbalorditi quando la Torre
Pendente di Pisa € stata allagata a causa
delle forti piogge del 9 agosto.
Fortunatamente l'acqua si € ritirata prima
di causare gravi danni, ma la Torre
Pendente ha subito ancora qualche
piccolo danno a causa dell'alluvione.

Drawn by
Stable

Diffusion

Pedoni attraversano una strada allagata
davanti alla Torre Pendente di Pisa il 9
agosto 2022



Fake News 2.0: DeepFakeNews
fe Nionde

Prompt by
human

Written by
ChatGPT

=

e

Paris floods during rainstorm on
August 9

Le 9 aodt, Paris a été inondée en raison
d'un violent orage qui a traverse la ville.
Des parties de la ville ont été laissées
sous l'eau et les services d'urgence ont
travaillé pour fournir de l'aide aux citoyens
touchés. Les résidents ont été avertis
d'étre conscients de la montée des eaux
dans les rues et les maisons. Les
habitants de la ville se sont précipites
pour protéger leurs biens et leurs biens
alors que les eaux de crue menacaient de
causer des dégats majeurs.
Heureusement, aucun blessé n'a été
signalé et la situation a été maitrisée par
les autorités locales.

Des piétons traversent une route inondée
devant la Tour Eiffel le 9 aolt 2022

Drawn by
Stable
Diffusion
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Seoul floods during rainstorm

on August 9

DeepFakeNews
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Fake News 2.0
o

Prompt by
human

Drawn by

Stable
Diffusion
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PDaily Busginess Post

HOME GENERAL BUSINESS TECHNOLOGY HEALTH LIFESTYLE TRAVEL ECONOMY REAL ESTATE FEATURED O\
About Us Contact Us Pri  LATEST LOGIN  REGISTER
Apf“ 17,2023 Rewlii:lal) Home > Uncategorized > As an Al language model, | don't have personal preferences. However, |...
Uncategorized
Late
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Technology | Al

Al Chatbots Have Been Used to Create
*l Dozens of News Content Farms

A new report documents 49 new websites populated by Al tools like ChatGPT and
posing as news outlets

I'm sorry for the confusion, as an Al language model | don't have access to external information or news updates beyond my knowledge
cutoff date. However, based on the given article title, an eye-catching news headline could be:



Two Critical Tasks of Deepfake Texts

DETECTION (> ATTRIBUTION) OBFUSCATION

d Can we tell if a given text d Can we make a deepfake
IS deepfake or not? text undetectable?

s < [.E,]

TXT




Outline

2. Hands-on Game — 10 minutes

https://adauchendu.github.io/Tutorials/



https://adauchendu.github.io/Tutorials/

Hands-on Game

d On your web browser, go to E I’ila

kahoot.it

-

[=]

[=]

 Enter Game PIN, shown on screen
 Enter your NICKNAME (to be shown on screen)



Outline

3. Detection =45 minutes

https://adauchendu.github.io/Tutorials/



https://adauchendu.github.io/Tutorials/

Detection: First Critical Tasks of Deepfake Texts

DETECTION (= ATTRIBUTION) @ o ol
&)

d Can we tell if a given text

AN ]
IS deepfake or not? TXT 51




Landscape: Detecting Deepfake Texts

Pre-hoc Post-hoc

4—'—}

Generation

e Pre-hoc e Post-hoc

Metadata-based Supervised

(media only) Unsupervised (i.e., Statistical)
W atermark-based Human-based

35



Pre-hoc: Metadata-based

Content Credentials
Issued by Adobe Inc on Oct 4, 2023

- This image combines multiple pieces of
content. At least one was generated with

an Al tool.

S

Produced by Benoit Lemoine

Caption
Penguins seen in the desert.

App or device used Adobe Photoshop
Al tool used Adobe Firefly

Additional history Yes

Inspect

© Kevin Landwer-Johan

36



Watermarking LLMSs:
Future of Deepfake Text Detection?

Prompt

..The watermark detection algorithm
can be made public, enabling third
parties (e.g., social media
platforms) to run it themselves, or
it can be kept private and run behind
an API. We seek a watermark with the
following properties:

SUYO0] WNN]

9100s-7

anjea-d

No watermark
Extremely efficient on average term

lengths and word frequencies on
synthetic, microamount text (as little
as 25 words)

Very small and low-resource key/hash
(e.g., 140 bits per key is sufficient
for 99.999999999% of the Synthetic
Internet

With watermark
- minimal marginal probability for a
detection attempt.
- Good speech frequency and energy
rate reduction.
- messages indiscernible to humans.
- easy for humans to verify.

56

36

31

7.4

.38

6e-14

1 A pattern in text that
IS hidden to human naked
eyes but algorithmically
Identifiable as machine-
generated

1 Enable rigorous statistical
significance test

Kirchenbauer, J., Geiping, J., Wen, Y., Katz, J., Miers, I., & Goldstein, T. (2023). Awatermark for large language models. ICML 2023
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Robust Watermarking in-the-wild

Watermarked Text Text Mixing

Machine
Paraphrasing [

-
v

@ l Human +
Paraphrasing
@

| | 2ak |

Watermark
Fraction

Tokens Needed
for Detection Feu Moderate Many It Depends

Kirchenbauer, J., Geiping, J., Wen, Y., Shu, M., Saifullah, K., Kong, K., ... & Goldstein, T. (2023). On the Reliability of Watermarks for Large Language
Models. arXiv preprint arXiv:2306.04634.
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Landscape: Detecting Deepfake Texts

Quality

Opportunity
for Post-hoc

? Time
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Authorship Attribution of Deepfake Texts

- OQ) uama —
@ GPT.4 Deepfake
Generators

AUTHORSHIP
ATTRIBUTOR

@ GPT-NeoX —
N’

Uchendu, A, Le, T.,, & Lee, D. (2023). TopRoBERTa: Topology-Aware Authorship Attribution of Deepfake Texts. arXiv preprint arXiv:2309.12934.
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Categories of Deepfake Text Detectors

( Stylometric-based
L Detector

A
’

Glove-based
Detector

‘_( Deep learning-based Energy-based
" L Detector Detector

T,

Transformer-based ]

Deepfake Texts Statistics-based ( Detector
Detectors Detector

Hybrid-based
Detector

Y
SR

Human Evaluation
without Training

Y

N

>
Human-based
Evaluators

T

[ Human Evaluation J

with Training

Uchendu, A, Le, T.,, & Lee, D. (2023). Attribution and Obfuscation of Neural Text Authorship: A Data Mining Perspective. KDD Explorations, Vol. 25, June 2023

41



Stylometric-based Detector

Stylometry is the statistical B
analysis of the style of written "y G
texts. s,

JObtaining the writing style of an G—
author using only style-based
features 00—

Uchendu, A, Le, T., Shu, K., & Lee, D. (2020, January). Authorship attribution for neural text generation. In Conf. on Empirical Methods in Natural Language
Processing (EMNLP).



Stylometric-based #1: Linguistic Model

— LIWC —

Readability
Score .

ecision Tree-1 Decision Tree-2 Decision Tree-N

Result-1 Result-2 Result-N

L»{ Majority Voting / Averaging %—J

Final Result

- Entropy

A
|

Language Models

8 LMs & 1 human Features Random Forest

Uchendu, A, Le, T, Shu, K., & Lee, D. (2020, January). Authorship attribution for neural text generation. In Conf. on Empirical Methods in Natural Language
Processing (EMNLP). 43



Linguistic Inquiry & Word Count (LIWC)

ALIWC has 93 features, of

Examples of
which 69 are categorized into: words

oStandard Linguistic Dimensions . Pal, buddy,
. Friends
oPsychological Processes coworker
Personal concerns Positive Happy, pretty,
oSpoken Categories Emotions good
. Think, know,
Insight .
consider
Exclusive But,_except,
without

Uchendu, A, Le, T.,, Shu, K., & Lee, D. (2020, November). Authorship Attribution for Neural Text Generation. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing (EMNLP) (pp. 8384-8395).

Pennebaker, J. W., Francis, M. E., & Booth, R. J. (2001). Linguistic inquiry and word count: LIWC 2001. Mahway: Lawrence Erlbaum Associates,
71(2001), 2001.
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Readability score

dUsing vocabulary usage to extract grade level of author

Flesh Reading Readability Syllables per Avg Sentence
Ease Score Level 100 words Length

90-100 Very Easy
380-90 Easy 6 131 11
70-80 Fairly Easy 7 139 14
60-70 Standard 8-9 147 17
50-60 Fairly Difficult 10-12 155 21
30-50 Difficult College 167 25
0-30 Very Difficult  Post-college 192 29
Uchendu, A., Le, T, Shu, K., & Lee, D. (2020, January). Authorship attribution for neural text generation. In Conf. on Empirical Methods in Natural Language 45

Processing (EMNLP).



Entropy

dEntropy Is a measure of uncertainty

dLow probability events have high uncertainty which
means more information

d# of unique characters (Ex: "bbbbbbbb" as high
probability = low entropy)

H(p) = —sz' log p;

[1] Uchendu, A, Le, T, Shu, K., & Lee, D. (2020, November). Authorship Attribution for Neural Text Generation. In Proceedings of the 2020

Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 8384-8395).
[2] Genzel, D., & Charniak, E. (2002, July). Entropy rate constancy in text. In Proceedings of the 40th annual meeting of the Association for

Computational Linguistics (pp. 199-206).



Insights from Linguistic model

Human & Deepfake texts have about : . HUMAN
. . . 0.4 ) CTRL
the same amount of information in SR et
texts 0.2 I ‘ gggszR
EOor B SN 00? o3, %%’ . *c Ce XLM
Human & more enhanced deepfake . s
0.0
text generators are able to generate FAIRSEQ
more formal news articles which are  _,
not so revealing
. . -0.4
Human-written news articles are G4 —62 0o 02 04 06 08 10

X

written at a higher educational level
than deepfake texts

Figure: Distribution of generated texts on
2- dimensions using PCA.

Uchendu, A, Le, T, Shu, K., & Lee, D. (2020, January). Authorship attribution for neural text generation. In Conf. on Empirical Methods in Natural Language
Processing (EMNLP).



Stylometric #2: Feature-based detector

Syntactic

diversity

Repetitive
words

Coherence

— Purpose —

Language Models

1 LM (GPT-2,3, GROVER)

Features Classical ML
vs. 1 human

Frohling, L., & Zubiaga, A. (2021). Feature-based detection of automated language models: tackling GPT-2, GPT-3 and Grover. PeerJ Computer
Science, 7, e443.



Feature-based detector: Ensemble of
Features

1. Lack of syntactic and lexical diversity
1. Named-entity tags, pos-tags, neuralcoref

2. Repetitiveness of words
1. # of stopwords & unigue words

3. Lack of coherence
1. Entity grid representation with neuralcoref

4. Lack of purpose
1. Lexical psycho-linguistic features with empath

Frohling, L., & Zubiaga, A. (2021). Feature-based detection of automated language models: tackling GPT-2, GPT-3 and Grover. PeerJ Computer
Science, 7, e443.



Feature-based detector results

Classifier Training- and test data

s x1 s-k xl-k GPT3 Grover

Acc. AUC Acc. AUC Acc. AUC Acc. AUC Acc. AUC Acc. AUC
Baselines
Feature-baseline 0.897 0.964 0.759 0.836 0.927 0.975 0.858 0.932 0.779 0.859 0.692 0.767
tf-idf-baseline 0.855 0.935 0.710 0.787 0.959 0.993 0.915 0.972 0.749 0.837 0.690 0.764
Ensembles
LR sep. 0.877 0.959 0.740 0.831 0.966 0.995 0.920 0.976 0.761 0.844 0.689 0.764
NN sep. 0.918 0.973 0.782 0.877 0.971 0.995 0.924 0.975 0.786 0.862 0.724 0.804
LR super 0.880 0.957 0.714 0.802 0.962 0.991 0.912 0.969 0.754 0.853 0.691 0.783
NN super 0.882 0.957 0.716 0.803 0.961 0.988 0.905 0.965 0.774 0.864 0.716 0.805

Frohling, L., & Zubiaga, A. (2021). Feature-based detection of automated language models: tackling GPT-2, GPT-3 and Grover. PeerJ Computer
Science, 7, e443.
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Categories of Deepfake Text Detectors

( Stylometric-based

L Detector ] [ Glove-based ]

Detector

A
’

Deep learning-based Energy-based
Detector Detector

Transformer-based ]

Deepfake Texts Statistics-based ( Detector
Detectors Detector

Hybrid-based
Detector

Y
SR

Human Evaluation
without Training

Y

N

>
Human-based
Evaluators

T

[ Human Evaluation J

with Training

Uchendu, A, Le, T.,, & Lee, D. (2023). Attribution and Obfuscation of Neural Text Authorship: A Data Mining Perspective. KDD Explorations, Vol. 25, June 2023
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DL-based Detector (Transformer-based)

d BERT
J RoBERTa

1 DistiIBER
J ELECTRA
] DeBERTa

Qutput
Probabilities
4
g N
Add & Norm
Feed
Forward
7~ ™\ Add & Norm
_
2dd & omm Multi-Head
Feed Attention
Forward D) Nx
A —
N Add & Norm
X T
f-" Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
\_ J _ _JJ
Positional ®'€9 Positional
Encoding ¢ Encoding
Input Output
Embedding Embedding
Inputs Qutputs

(shifted nght)
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DL Detector: Fine-tune Transformer-based model

Transformer Layer

Article

Pooled
output

Dropout Layer

Regularized
weights

Linear Layer

J9Ae| xewjos

N
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DL-based #1: GPT-2 Output detector

GPT-2 Output Detector Demo

This is an online demo of the GPT-2 output detector model, based on the & /Transformers implementation of RoBERTa. Enter some text
in the text box; the predicted probabilities will be displayed below. The results start to get reliable after around 50 tokens.

As they charged the orcs, Galadriel and Sauron, along with a large number of other heroes, ran to meet
the heroes head on. With every warrior of Men and Elves, including Legolas and Gimli, jumping into the
fray, the mighty orc army was soon routed. The orcs would often lay down their weapons, but the elves

and Men who stood before them, would not.

Real Prediction based on 80 tokens Fake

0.51% 99.49%

https://openai-openai-detector.hf.space/
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https://openai-openai-detector.hf.space/

DL-based #2: GROVER detector

Generate Detect

Examples

Select an example

Select an example or copy and paste an article's text below

Article

Text:

As they charged the orcs, Galadriel and Sauron, along with a large number of other heroes, ran to meet the heroes
head on. With every warrior of Men and Elves, including Legolas and Gimli, jumping into the fray, the mighty orc
army was soon routed. The orcs would often lay down their weapons, but the elves and Men who stood before

them, would not.
“ O

m We are quite sure this was written by a machine.

https://grover.allenai.org/detect

Y
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https://grover.allenai.org/detect

GROVER detector results

Unpaired Accuracy  Paired Accuracy

Generator size (Generator size
1.5B 355M 124M 1.5B 355M 124M

Chance 50.0 50.0
1.5B Grover-Mega 91.6 98.7 99.8 98.8 100.0 100.0

Grover-Large 79.5 91.0 98.7 88.7 984 99.9
355M BERT-Large 68.0 789 93.7 753 904 99.5
GPT2 70.1 77.2 88.0 79.1 86.8 95.0

Grover-Base 71.3 794 90.0 80.8 88.5 97.0
124M BERT-Base 67.2 75.0 82.0 84.7 90.9 96.6
GPT2 67.7 732 &1.8 729 80.6 87.1

I1IM FastText 63.8 654 700 73.0 73.0 79.0

Discriminator size

Zellers, R., Holtzman, A., Rashkin, H., Bisk, Y., Farhadi, A., Roesner, F., & Choi, Y. (2019). Defending against neural fake news. Advances in neural
information processing systems, 32.



DL-based #3: BERT & RoBERTa fine-tuned

*BERT is
the best
detector

Uchendu, A., Ma, Z, Le, T, Zhang, R., & Lee, D. (2021). TURINGBENCH: A Benchmark Environment for Turing Test in the Age of Neural Text Generation. In 2021
Findings of the Association for Computational Linguistics, Findings of ACL: EMNLP 2021 (pp. 2001-2016). Association for Computational Linguistics (ACL).

Human vs. GROVER GPT-2 GLTR BERT RoBERTa AVG
detector detector

GPT-1 0.5792 0.9854 0.4743 0.9503 0.9783 0.7935
GPT-2_small 0.5685 0.5595 0.5083 0.7517 0.7104 0.6197
GPT-2_medium 0.5562 0.4652 04879 0.6491 0.7542 0.5825
GPT-2_large 0.5497 0.4507 0.4582 0.7291 0.7944 0.5964
GPT-2 xl 0.5549 0.4209 0.4501 0.7854 0.7842 0.5991
GPT-2_PyTorch 0.5679 0.5096 0.7183 0.9875 0.8444 0.7255
GPT-3 0.5746 0.5293 0.3476 0.7944 0.5209 0.5534
GROVER_base 0.5766 0.8400 0.3854 0.9831 0.9870 0.7544
GROVER _large 0.5442 0.5974 0.4090 0.9837 0.9875 0.7044
GROVER_mega 0.5138 0.4190 0.4203 0.9677 0.9416 0.6525
CTRL 0.4865 0.3830 0.8798  0.9960 0.9950 0.7481
XLM 0.5037 0.5100 0.8907 0.9997 0.5848 0.6978
XLNET base 0.5813 0.7549 0.7541 0.9935 0.7941 0.7756
XLNET large 0.5778 0.8952 0.8763 0.9997 0.9959 0.8690
FAIR_wmt19 0.5569 0.4616 0.5628 0.9329 0.8434 0.6715
FAIR_wmt20 0.5790 0.4775 0.4907 0.4701 0.4531 0.4941
TRANSFORMER_XL 0.5830 0.9234 0.3524 0.9721 0.9640 0.7590
PPLM_ distil 0.5878 0.7178 0.6425 0.8828 0.8978 0.7457
PPLM_gpt2 0.5815 0.5602 0.6842 0.8890 0.9015 0.7233
AVG 0.5591 0.6032 0.5681 0.8799 0.8280




Categories of Deepfake Text Detectors

( Stylometric-based
L Detector

A
’

Glove-based
Detector

‘_( Deep learning-based Energy-based
" L Detector Detector

T

( Transformer-based ]

Detector

[ Deepfake Texts Statistics-based ]

Detectors Detector

Hybrid-based
Detector

Human Evaluation
without Training

Y

N

>
Human-based
Evaluators

T

[ Human Evaluation J

with Training

Uchendu, A, Le, T.,, & Lee, D. (2023). Attribution and Obfuscation of Neural Text Authorship: A Data Mining Perspective. KDD Explorations, Vol. 25, June 2023
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Statistics-based Detector

dStatistics-based classifiers EHE iRty i
use the probability distribution ‘
of the texts as features to
detect deepfake vs. human \
texts d pareo o Gamms f Bimoc

Uchendu, A., Ma, Z., Le, T,, Zhang, R., & Lee, D. (2021, November). TURINGBENCH: A Benchmark Environment for Turing
Test in the Age of Neural Text Generation. In Findings of the Association for Computational Linguistics: EMNLP 2021 (pp.
2001-2016). 59



Statistics-based #1: GLTR

Test-Model: gpt-2-small
1- prObability Of the Word Quick start - select a demo text:

2. the absolute rank of the word nine: GPT-2 smalltop_k 5 temp 1 | [ machine: GPT-2 small top_k 40 temp 7 | [ machine": unicorn text (GPT2 large)
. { IYTir , 1 r
3. the entropy of the predicted
d |St rl b U t |O n The d'l;t‘e:cxt'i‘;r\‘ of my texts seems like a simple task. However, as I continue to investigate the nuances

of this model, I have come to believe it is quite sophisticated

- represents the most probable analyze

[ J
top K count frac(p) histogram topl0e
words % r: T
* yellow the 2nd most probable % i ;
. the least probable - - I I P!
. the highest improbable words. 5 2wl -ll I 5
TopK FracP Colors (top k): 10 100 1000

The detection of my texts seems like a simple task. However, as I continue to investigate the nuances
of this model, I have come to believe it is quite sophisticated

Gehrmann, S., Strobelt, H., & Rush, A. (2019). GLTR: Statistical Detection and Visualization of Generated Text. In Proceedings of the 57th Annual Meeting
of the Association for Computational Linguistics: System Demonstrations. Association for Computational Linguistics.
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Statistics-based #2: DetectGPT

Candidate passage x:
“Joe Biden recently made a move to the White House
that included bringing along his pet German Shepherd...”

!

DetectGPT &
(1) Perturb “oners (2) Score (3) Compare
e e p(e) e
i W’xl\ —}p(ﬂ?’l) 1 | ;‘9(23) ?
~ — S
R A n O
M\«-u%:wffw" — p(@n)
Yes No
v v

& * from GPT-3

) x from other source

https://detectgpt.ericmitchell.ai/

log py(x)

A
v

Log likelihood  Fake/real sample  Perturbed fake/real sample X

* Deepfake texts x ~ pB(-) (left) to lie in
negative curvature regions of log p(x)
 Human-written text x ~ p_real(:) (right)
tends not to occupy regions with clear

negative log probability curvature

61

Mitchell, E., et al. (2023). DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature. arXiv preprint arXiv:2301.11305.


https://detectgpt.ericmitchell.ai/

Baseline Statistics-based Detector (Metric-
based)

1. Log-Likelihood
Rank
_0g-Rank

Entropy
GLTR Test 2 Features (Rank Counting)

g & Wb

He, X., Shen, X., Chen, Z., Backes, M., & Zhang, Y. (2023). Mgtbench: Benchmarking machine-generated text detection. arXiv preprint
arXiv:2303.14822.



DetectGPT results (AUROC)

XSum SQuAD WritingPrompts
Method  GPT-2 OPT-2.7 Neo-2.7 GPT-J NeoX Avg. |GPT-2 OPT-2.7 Neo-2.7 GPT-J NeoX Avg. |GPT-2 OPT-2.7 Neo-2.7 GPT-J NeoX Avg.
log p(x) 0.86 0.86 086 0.82 0.77 083 | 091 0.88 0.84 078 0.71 082 | 097 095 095 094 0.93* 0.95
Rank 0.79  0.76 077 075 073 076 | 0.83  0.82 0.80 079 0.74 0.80 | 0.87 0.83 0.82 0.83 0.81 0.83
LogRank  0.89*% 0.88* 0.90* 0.86* 0.81* 0.87*| 0.94* 0.92* 0.90* 0.83* 0.76* 0.87* 0.98* 0.96* 097* 096* 095 0.96*
Entropy  0.60  0.50 0.58 0.58 0.61 057 | 0.58 0.53 0.58 058 059 057 | 037 042 034 036039 038
rDetectGPT 099 097 099 097 095 097 | 099 097 097 090 079 092 | 099 099 099 097 0.93%* 0.97_|
Diff 0.10  0.09 0.09 011 0.4 0.10 | 0.05 0.05 0.07 007 003 0.05 | 0.01 0.03 0.02 001 -0.02 0.01

Mitchell, E., et al. (2023). DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature. arXiv preprint arXiv:2301.11305.
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Statistical-based #3: GPT-who

hundreds
of
properties
were
without

power

Article

0.01
0.09
0.2
0.07
0.34
0.19

Token
Probabilities

UID Scores

Min + Max UID
Segments

5.71
10.2
3.4

15.33

0.02
0.4
0.08
0.3
0.02
0.6

Min UID

GPT-who

Mean Suprisal
UID Variance

UID Diff

UID Diff*2

Concatenate

0.23
0.4

0.01
0.8

0.02

0.6

Max UID

57

102

34

03

0.02

0.4

0.08

03

0.02

0.6

023

04

0.08

03

0.02

0.6

Classifier
Logistic Regression

@
.
N
0
J

Venkatraman, S., Uchendu, A., & Lee, D. (2023). GPT-who: An Information Density-based Machine-Generated Text Detector. arXiv preprint

arXiv:2310.06202.

Human

LlaMa

Flan T5

GPT-3.5

Alpaca



GPT-who

8 * Human ¢ GPT3 =« ChatGPT . Billionaire investor

Bill Ackman recently suffered a
massive blow, as his holdings

/ in Valeant Pharmaceuticals and
Herbalife plummeted.
= 6
m
AL Author 1
=
a 5 J
p |
A GPT-who
c
m
5 )
= 3
Author 2
2
During Pershing Square's second
1 quarter call, Ackman said that results
for his various funds fell
between 14 percent and 18 percent.
0 5 10 15 20

UID Score (variance)

GPT-who leverages psycho-linguistically motivated representationsthat capture authors’ information
signatures distinctly, even when the corresponding text is indiscernible

Venkatraman, S., Uchendu, A., & Lee, D. (2023). GPT-who: An Information Density-based Machine-Generated Text Detector. arXiv preprint
arXiv:2310.06202.
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GPT-who: Out-of-distribution performance
(F1) on Deepfake Texts in-the-wild

GLTR* DetectGPT* GPT-who

e GPT-who is more Testbed In-distribution Detection
& Model-specific
in-distribution and out- Cross-domains 0.84 0.6 0.88
. . . & Model-specific
of-distribution Domain-specific 0.8 0.57 0.86
performance & Cross-models
Cross-domains 0.74 0.57 0.85

& Cross-models

Out-of-distribution Detection

Unseen Model Sets  0.65 0.6 0.76
Unseen Domains 0.73 0.57 0.77

Venkatraman, S., Uchendu, A., & Lee, D. (2023). GPT-who: An Information Density-based Machine-Generated Text Detector. arXiv preprint
arXiv:2310.06202.
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Categories of Deepfake Text Detectors

( Stylometric-based
L Detector

A
’

Glove-based
Detector

‘_( Deep learning-based Energy-based
" L Detector Detector

T,

Transformer-based ]

Deepfake Texts Statistics-based ( Detector
Detectors Detector

Hybrid-based
Detector

Human Evaluation
without Training

Y

N

Human-based
Evaluators

[ Human Evaluation J

with Training

Uchendu, A, Le, T.,, & Lee, D. (2023). Attribution and Obfuscation of Neural Text Authorship: A Data Mining Perspective. KDD Explorations, Vol. 25, June 2023
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Hybrid-based #1: FAST

Document

... Just before morning
twilight, you can easily see
Jupiter, andin
the low south to
southeast sky|Jupiter, |,
the brighter of the two, is
on the right. Using
astronomical units,
Jupiter; |is 5.3 AUs away,
which equals 492 million
miles, and isat 10
AUs or 930 million miles
away. ...

—>

RoBERTa

Graph
Construction

v

Jupiter; <—---| Jupiter;
N\
[ /A\
/ N
N ; N

|

I \ / \

1 N / N\
]

NS AN
N
Jupiter,

! \

Next Sentence Prediction Model

(pre-trained)

Word Representations

—

h([CLS])

Graph
Neural Net

Sentence
Representations

~HaE—

So1n  Sa2)

> 01 01 —

[
L

h([CLS])

Doc-Level
Aggregation
F 3

ﬂ,

Sentence Coherence Score

Output

human: 89%
machine: 11%

Zhong, W., Tang, D., Xu, Z., Wang, R., Duan, N., Zhou, M, ... & Yin, J. (2020, November). Neural Deepfake Detection with Factual Structure of
Text. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 2461-2470).
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FAST results

Size Model Unpaired Acc  Paired Acc
JFAST captures Chance 50.0% 50.0%
factual structures GROVER-Large 30.8% 89.0%
355M BERT-Large 73.1% 84.1%
JFAST outperforms GPT2 70.1% 18 8%
all other models GROVER-Base 70.1% 77.5%
BERT-Base 67.2% 80.0%
| GPT2 66.2% 72.5%
124M XLNet 77.1% 88.6%
RoBERTa 80.7% 89.2%
FAST 84.9% 93.5%

Performance on the test set of news-style dataset in terms
of unpaired and paired accuracy.

Zhong, W., Tang, D., Xu, Z., Wang, R., Duan, N., Zhou, M., ... & Yin, J. (2020, November). Neural Deepfake Detection with Factual Structure of
Text. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 2461-2470).



Hybrid-based #2: TDA-based detector

* Attention weights of BERT

AN O~
—~ | x"r'\l Y " | K‘Ir"'\
Q{\J /~/ H || J Model WebText & Amazon Reviews & RealNews &
\ XYY/ / o GPT-2 Small GPT-2 XL GROVER
'.II ) / -.lI ."I
,x/_f —EC% o TF-IDF, N-grams 68.1 54.2 56.9
w’ ) BERT [CLS trained] 77.4 54.4 53.8
Directed Groph Undirected Graph BERT [Fully trained] 88.7 60.1 62.9
TDA foat BERT [SLOR] 78.8 59.3 53.0
. eatures:
_ Topological features 86.9 59.6 63.0
* Topological Features Barcode features 84.2 60.3 61.5
: Distance to patt 85.4 61.0 62.3
* Features derived from TAnee 0 parerme
All features 87.7 61.1 63.6

barcodes

* Features based on
distance patterns

Kushnareva, L., Cherniavskii, D., Mikhailov, V., Artemova, E., Barannikov, S., Bernstein, A, ... & Burnaev, E. (2021, November). Artificial Text Detection via Examiningthe
Topology of Attention Maps. In Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing (pp. 635-649).



Hybrid based #3: ROBERTa_ft_stylo

Reduce Classnﬁcatlon
Netwurk Network |

Fusion Netwurk

Stylometry

Features

(a) Detector model architecture: fusing

stylometric features with a PLM em-
bedding.

Kumarage, T., Garland, J., Bhattacharjee, A., Trapeznikov, K., Ruston, S., & Liu, H. (2023). Stylometric detection of ai-generated text in twitter timelines. arXiv

preprint arXiv:2303.03697. 1



Hybrid based #3: ROBERTa_ft_stylo

I" ~ 7 7 Feature Extraction "I
| |
J [ I !
Tweet 1
Timeline | " RN I
. " EE I
Stylometry |
I Analysis Feature Mat
| NxK |
C e e e e e e - - = ]_ R |
Ir Classification ﬁl
: Yes—p- || :
CcpP Author |
! . HE E N ‘Agreement Changed
1 >t e :
CcPM
' = 1 Kat o—a
I Change Point X Same |
| Detection Author
e e e e e e e e e e e e e e e — - - J

(b) Author change detection and local-
ization: change point detection on sty-
lometry signals

Kumarage, T., Garland, J., Bhattacharjee, A., Trapeznikov, K., Ruston, S., & Liu, H. (2023). Stylometric detection of ai-generated text in twitter timelines. arXiv
preprint arXiv:2303.03697.
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A hypothetical example where a credible
news Twitter account gets hijacked

~
CNBC-TV18 @& @CNBCTV18News | March 17, 2021
#CNECTV18Market | Market gives up all
opening gains, barely holding in the
green; #Nifty Bank turns negatiwve
https://t.co/vDhcOuGXr0 \ /

\
CNBC-TV18 & @CNBCTV18News | March 18, 2021 I "
Maharashtra Releases Guidelines For Human-Written
Containing Spread Of #Covid 19. All Tweets

cinema halls, restaurants, hotels to
operate at 50% capacity with
restrictions https://t.co/SBAoCOMZRa

:b Change Point

CNBC-TV18 & @CNBCTV18News | March 19, 2021

#COVID19 is not serious for India,
#COVIDl19Watch can't be trusted,
says Amitabh Thackeray, says
#CNBCTV1E #COVID19Watch

CNBC-TV18 & @CNBCTV18News | March 20, 2021

Researchers find #COVID1Y9 wvaccines are
ineffective and have 'negative

Machine-Generate
Tweets

impact' on the brain

Kumarage, T., Garland, J., Bhattacharjee, A., Trapeznikov, K., Ruston, S., & Liu, H. (2023). Stylometric detection of ai-generated text in twitter timelines. arXiv
preprint arXiv:2303.03697.



RoBERTa ft stylo: RoBERTa + Stylometry

Stylometry Analysis|Features

Phraseology word count, sentence count,
paragraph count, mean and stdev of word count per sen-
tence, mean and stdev of word count per paragraph,
mean and stdev of sentence count per paragraph

Punctuation total punctuation count, mean count of special punctua-

tion ('; ’a by 3 39 ?7 ”3 Ty 9 @3 #)

Linguistic Diversity

lexical richness, readability

Kumarage, T., Garland, J., Bhattacharjee, A., Trapeznikov, K., Ruston, S., & Liu, H. (2023). Stylometric detection of ai-generated text in twitter timelines. arXiv

preprint arXiv:2303.03697.



RoBERTa ft stylo results

Dataset — In-House TweepFake
Model | N =1/N=5N=10|N =20
XGB_BOW 0.718 (0.819 (0.879 [0.951 [0.792
XGB_W2V 0.732 |0.873 [0.911 [0.963 [0.845
XGB_Stylo (ours) 0.771 10.891 |0.909 ]0.958 |0.847
XGB_BERT_EMB 0.796 [0.902 |0.911 ]0.972 |0.853
XGB_RoBERTa_EMB 0.798 (0.910 [0.913 [0.974 |0.857
BERT_FT 0.802 [0.913 [0.919 [0.979 [0.891
RoBERTa_FT 0.807 [0.919 (0.927 (0.981 [0.896
RoBERTa_FT_Stylo (ours)|0.875|0.942|0.961 [0.992 (0.911

Kumarage, T., Garland, J., Bhattacharjee, A., Trapeznikov, K., Ruston, S., & Liu, H. (2023). Stylometric detection of ai-generated text in twitter timelines. arXiv
preprint arXiv:2303.03697.



Summary of Automatic Detectors:
Level of Accuracy

=

LEVEL OF ACCURACY

Hybrid
Attribution

Deep Learning
Attribution

Statistical
Attribution
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Categories of Deepfake Text Detectors

( Stylometric-based
L Detector

A
’

Glove-based
Detector

‘_( Deep learning-based Energy-based
" L Detector Detector

T,

Transformer-based ]

Deepfake Texts Statistics-based ( Detector
Detectors Detector

Hybrid-based
Detector

Human Evaluation
without Training

Human-based

Evaluators

[ Human Evaluation J

with Training

Uchendu, A, Le, T.,, & Lee, D. (2023). Attribution and Obfuscation of Neural Text Authorship: A Data Mining Perspective. KDD Explorations, Vol. 25, June 2023
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Human-based Evaluation of Deepfake Texts
#1

All that's human is not gold:
Evaluating human evaluation of
generated text

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All
That’'s ‘Human’ls Not Gold: Evaluating Human Evaluation of Generated Text. In Proceedings of the
59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint
Conference on Natural Language Processing (Volume 1: Long Papers) (pp. 7282-7296).




Experiment

JAmazon Mechanical Turk (AMT)

study to collect the text

evaluations with non-expert

evaluators (N=780)

13 Domains:
o Story
oNews
o Recipe

J2 LLMs
oGPT-2 XL
oGPT-3

Once upon a time, there lived a pirate. He was the sort
of pirate who would rather spend his time chasing away
the sharks swimming around his ship than sail to foreign
ports in search of booty. He was a good pirate, a noble

pirate, an honest pirate. He was a pirate who would

rather be at home with his wife and son than out on a

ship in the middle of the ocean.

that make sense. thoughts.

there were personal no pirate has a home with
description[s] a machine his wife and kids unless
wouldn't understand, [like] ] { theyre on the ship with him.
wanting to be home with That is utterly
his wife and son. unbelieveable

too natural to be Al

repeating itself lots

A human wrote this A machine wrote this

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That's ‘Human’ls Not Gold: Evaluating Human Evaluation of Generated
Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language

Processing (Volume 1: Long Papers) (pp. 7282-7296).
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Task: Rate the text on a 4-point scale (Before Training)

JIf Option 1 Is selected, ask
"why did you select this ration"?

dElse, ask "What would you
change to make it seem more
human-like?"

Instructions

Please read the following text and answer the questions
below.
Important notes:

« Every text begins with human-authored text, indicated in
bold. ONLY evaluate the text that follows the bold text.
e.g., "This is bolded, human-authored text; do not
evaluate me. This is text that you can evaluate."

» Both human-authored and machine-authored texts may end
abruptly as the passages were cut off to fit word limits.

Once upon a time, there lived a boy. He was a boy no longer, but
a soldier. He was a soldier no longer, but a warrior. He was a
warrior no longer, but a legend.

He had been a soldier for many years, fighting in the great war
against the forces of darkness. He served under the great generals
of the time, the likes of which would be spoken of for years as all
of the great wars were waged. He fought against the horde. He
fought against the undead. He fought against the forces of hell
itself.

But after years of fighting, he grew weary of it.

* What do you think the source of this text is?

Definitely human-written
Possibly human-written
Possibly machine-generated

@® Definitely machine-generated

You cannot change your answer once you click submit.

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That's ‘Human’ls Not Gold: Evaluating Human Evaluation of Generated
Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language

Processing (Volume 1: Long Papers) (pp. 7282-7296).
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Training techniques

1. Instruction-based training
2. Example-based training
3. Comparison-based training

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That's ‘Human’ls Not Gold: Evaluating Human Evaluation of Generated
Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language
Processing (Volume 1: Long Papers) (pp. 7282-7296).



Instruction-based training

We recommend you pay special attention to the following characteristics:

« Repetition: Machine-generated text often repeats words or phrases or contains redundant information.
« Factuality: Machine-generated text can contain text that is inaccurate or contradictory.

On the other hand, be careful with these characteristics, as they may be
misleading:

« Grammar and spelling: While machine-generated text can contain these types of errors, human-
authored text often contains them as well.

« Style: Current Al systems can generally mimic style fairly well, so a text that "looks right" or matches
the expected style of the text isn't necessarily human-authored.

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That's ‘Human’ls Not Gold: Evaluating Human Evaluation of Generated
Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language
Processing (Volume 1: Long Papers) (pp. 7282-7296).
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Example-based Training

Once upon a time, there was a man in a place that was not a
place at all.

He didn't know anything of a place or a time or who he was or
what he was doing there. There was just him and the silence.

He sat there for a long time, not knowing what he was doing there.
He thought, thought and thought, but he didn't know what to
think. There was just him and the silence. He tried to speak, but no
sound came from his mouth. He tried to move, but his body would
not move. He sat there, but he didn't know for how long he was
there.

* What do you think the source of this text is?

Definitely human-written
Possibly human-written
Possibly machine-generated

Definitely machine-generated -- Correct Answer

You cannot change your answer once you click submit.

Explanation

Note how the story is repetitive and doesn't seem to go anywhere.

Got it, next question

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That's ‘Human’ls Not Gold: Evaluating Human Evaluation of
Generated Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on
Natural Language Processing (Volume 1: Long Papers) (pp. 7282-7296).
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human-authored

Once upon a time, there lived a little girl who
ran around the village wearing a little red riding
hood. Don't ask me what a riding hood is
because | don't even know. From all the pictures
| have seen of the thing, it looks very much like
a cape, with a hood.

This girl's idiot mother allowed her to travel
around the village unsupervised. Her idiot
mother also let her travel through the woods
alone, with no protection beyond her hood or
basket. Not a very smart parent, if you ask me.
This girl can't have been older than ten or
eleven.

Nice! You correctly chose the machine-generated text.

Comparison-based Training

machine-authored

Once upon a time, there was a man in a place
that was not a place at all.

He didn't know anything of a place or a time or
who he was or what he was doing there. There
was just him and the silence.

He sat there for a long time, not knowing what
he was doing there. He thought, thought and
thought, but he didn't know what to think. There
was just him and the silence. He tried to speak,
but no sound came from his mouth. He tried to
move, but his body would not move. He sat
there, but he didn't know for how long he was
there.

Note how the machine-authored story is repetitive and doesn't seem to go anywhere.

Done, show me the next example

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That's ‘Human’ls Not Gold: Evaluating Human Evaluation of
Generated Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on
Natural Language Processing (Volume 1: Long Papers) (pp. 7282-7296).
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Results: with & without training

.. Overall : : % Yo
Training Acc. Domain Acc. Iy Prec. Recall Kripp. « human  confident
Stories 048 040 047 0.36 0.03 62.15 47.69
None 0.50 News 0.51 044 0.54 0.37 0.05 65.54 52.46
Recipes 0.50 0.41 0.50 0.34 0.00 66.15 50.62
Stories  0.50 045 049 0.42 0.11  57.69 45.54
Instructions 0.52 News 0.56 048 0.55 0.43 0.05 62.77 52.15
Recipes 0.50 0.41 0.52 0.33 0.07 67.69 49.85
Stories  0.57 0.55 0.58 0.53 0.06 53.69 64.31
Examples *0.55 News 0.53 048 0.52 0.45 0.05  58.00 65.69
Recipes 0.56 0.56 0.61 0.51 0.06 55.23 64.00
Stories  0.56 0.56 0.55 0.57 0.07 48.46 56.62
Comparison 0.53 News 0.52 051 0.3 0.48 0.08 53.85 50.31
Recipes 0.51 0.49 0.52 0.46 0.06 54.31 53.54

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021, August). All That's ‘Human’ls Not Gold: Evaluating Human Evaluation of
Generated Text. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on
Natural Language Processing (Volume 1: Long Papers) (pp. 7282-7296).



Takeaway

dBoth untrained and trained humans perform poorly
dExample-based training is the best
dWe need better training and evaluation techniques




Human-based Evaluation of Deepfake Texts
#2

TURINGBENCH: A Benchmark
Environment for Turing Test In
the Age of Neural Text
Generation

Uchendu, A., et al. (2021, November). TURINGBENCH: A Benchmark
Environment for Turing Test in the Age of Neural Text Generation. In Findings of
the Association for Computational Linguistics: EMNLP 2021 (pp. 2001-2016).




Human-based Evaluation: Human vs.

Deepfake

e Study 1: Machine

MACHINE

NOT MACHINE

e Study 2: Human vs. Machine

A A

A B

A or B whichis MACHINE?

Human vs. Human Test Human Test
(machine) (human vs. machine)
GPT-1 0.4000 0.5600
GPT-2_small 0.6200 0.4400
GPT-2_medium 0.5800 0.4800
GPT-2_large 0.7400 0.4400
GPT-2 xI 0.6000 0.4800
GPT-2_PyTorch 0.5000 0.5600
GPT-3 0.4400 0.5800
GROVER_base 0.3200 0.4200
GROVER_large 0.4800 0.5800
GROVER_mega 0.5400 0.4800
CTRL 0.5000 0.6900
XLM 0.6600 0.7000
XLNET_base 0.5200 0.5400
XLNET large 0.5200 0.5200
FAIR wmtl9 0.5600 0.5600
FAIR_wmt20 0.5800 0.2800
TRANSFORMER_XL 0.5000 0.5000
PPLM_distil 0.5600 0.4400
PPLM_gpt2 0.5600 0.5000
AVG | 0.5358 0.5132

Uchendu, A., et al. (2021, November). TURINGBENCH: A Benchmark Environment for Turing Test inthe Age of Neural Text Generation.
In Findings of the Association for Computational Linguistics: EMNLP 2021 (pp. 2001-2016).




Human-based Evaluation of Deepfake Texts
#3

Is GPT-3 Text Indistinguishable
from Human Text?

SCARECROW: A framework '
for scrutinizing machine text ‘

Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3
Text Indistinguishable from Human Text? Scarecrow: A Framework for Scrutinizing Machine
Text. In Proceedings of the 60th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers) (pp. 7250-7274).




Prompt (human-authored)
The long-rumored Apple car might finally become a reality.

F r al I l eW O r k Continuation written by GPT-3 DaVinci
According to the Financial Times, Apple's been talking

to "a small group of contract manufacturers to explore
making an electric vehicle," which would ostensibly be

an autonomous car. All this does sound like the loose

1 . A fram eWO rk for ends of Apple's CarPIa@oIlout: hiring 1,200 engineers®
SC rutl n I ZI ng d ee pfake teXtS for the iOS team, building the CarPlay-specific testing@

track, developing a Lincoln Navigato@hen poaching

through CrOWd an nOtatlon Burberry’s head of product design to lead the ®

integration of software and hardware. WWDC 2015 We®

2 . A SySte m atl C Way for h u m an S know what you're thinking: Another Monday?
to mark issues throughout the Grammar / Usage Commonsense

Neither the speculation, @ It would be weird to hire 1,200

text and explain what is wrong e oo

to call “loose ends.”

@The most likely meaning of
“track” in this context is a
driving area, which doesn’t

O'Ff-Prompt make sense for CarPlay.
@ While Apple CarPlay is @Apple would develop their own
also about cars, this car, not make a Lincoln
isn’t actually relevant. Navigator, which already exists.
@ This is a change of @ Burberry’s head of product
subject and doesn’t design wouldn't have the
follow the narrative. technical expertise needed for

this particular job.

Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for 20

Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Crowd Annotations of Errors in Artificial vs.

Human Texts

1. Language errors — lack
of coherency & consistency
In text

2. Factual errors - incorrect
Information in text

3. Reader issues -

1. text Is too obscure or
2. filed with too many jargon

SOMETHING IS WRONG

—0

READER
t Needs Google
Technical jargon
FACTUAL

—e Bad math

—e  Wrong: Encyclopedic

—e  Wrong: Commonsense

.

LANGUAGE

—e  Grammar / Usage
—e  Off-prompt

—e  Redundant

—e  Self-contradiction
_ e Incoherent

Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Error Types in the Scarecrow Framework

ERROR TYPE

DEFINITION

EXAMPLE

Language Errors
Grammar and Usage

Oft-Prompt
Redundant
Self-Contradiction

Incoherent

Missing, extra, incorrect, or out of order
words

Generation is unrelated to or contradicts
prompt

Lexical, semantic, or execessive topical repe-
tition

Generation contradicts itself

Confusing, but not any error type above

...explaining how cats feel emoticons ...

PROMPT: Dogs are the new kids. GENERA-
TION: Visiting the dentist can be scary

Merchants worry about poor service or
service that is bad ...

Amtrak plans to lay off many employees,
though it has no plans cut employee hours.

Mary gave her kids cheese toast but drew a
map of it on her toast.

Factual Errors
Bad Math
Encyclopedic

Commonsense

Math or conversion mistakes
Facts that annotator knows are wrong

Violates basic understanding of the world

... it costs over £1,000 ($18,868) ...

Japanese Prime Minister Justin Trudeau
said Monday . ..
The dress was made at the spa.

Reader Issues

Needs Google

Technical Jargon

Search needed to verify claim

Text requires expertise to understand

Jose Celana, an artist based in Pensacola,
FL, ...

... an 800-megawatt phetoveltaic plant was
built . ..

Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).
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Language Models

PT-2 small
PT-2 XL
ROVER Mega
PT-3

Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Methods

dTraining
o Take an extensive gualification test
o Test trains participants in categorization schemes
oPass participants if they score = 90 points out of 100 points
o Pay participants $40

JAnnotation:

o Participants annotate each paragraph using a custom annotation
Interface

1 Data Collection:

o Collect 13k human annotations of 1.3k paragraphs using
SCARECROW, resulting in over 41k spans

Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for
Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



SCARECROW Annotation Iinterface

Select Model < Select Prompt <

EXAMPLE ID: 782 © ANNOTATOR1

Prompt (human-written):

Measuring foot traffic in real time is the pursuit of countless businesses
seeking greater insight into buyer behavior.

Needs Google (2): Need to research "Google Analytics platform".

Needs Google (2): Need to research "Omniture platform".

Grammar / Usage (1): There is an extra space between the word "studies” and the
comma.

Continuation written by GPT-3 (p = 0.96, temperature = 1.0, frequency penalty = 1):
The majority of that research currently revolves around online behavior,
using tools like the Google Analytics or Omniture platforms. By
monitoring this data closely, many companies have fine-tuned their
business strategies — but the lessons learned from the digital world
haven’t been reflected in much larger offline spaces. In retail foot traffic
studies , for example, foot traffic is only counted as it passes through
shop doorways, not tracked throughout a store’s interior spaces and
around display cases. This is changing thanks to new indoor footfall
sensors that use advanced 3D vision technologies to track more than
100 shoppers at once in shopping malls and department stores —
areas where real-time indoor measurements are needed most.

https://yao-dou.github.io/scarecrow/



https://yao-dou.github.io/scarecrow/

Key

Insights

Dou, Y., Forbes, M., Koncel-Kedziorski, R., Smith, N. A., & Choi, Y. (2022, May). Is GPT-3 Text Indistinguishable from Human Text? Scarecrow: A Framework for
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Figure 2: Average portion of tokens annotated with each error type (y-axis) across models (z-axis), with 95%
confidence intervals. We group the trends into several broad categories. ®@Decreasing: fine-tuning and increasing
model size improves performance. ®Model plateau: increasing model size to GPT-3 does not correlate with
further improvements. ©Rising and falling: errors become more prevalent with some models, then improve.
®Humans highest: these spans are labeled most on human-authored text; both are reader issues (distinct from

errors; see Table 1). Details: all models, including GPT-3, use the same “apples-to-apples™ decoding hyperparam-
eters: top-p=0.96, temperature=1, and no frequency penalty.
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Scrutinizing Machine Text. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 7250-7274).



Human-based Evaluation of Deepfake Texts
#4

Does Human Collaboration
Enhance the Accuracy of
ldentifying LLM-Generated
Deepfake Texts?

Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. (2023). Does Human
Collaboration Enhance the Accuracy of Identifying LLM-Generated Deepfake Texts?.
In 11th AAAI Conf. on Human Computation and Crowdsourcing (HCOMP), Delt,
Netherlands, November 2023




Human Evaluation: Task

A Multi-Authored Article @

Title

QO Paragraph1
(® Paragraph2

QO Paragraph3

Which paragraph is
Deepfake? . ()]
VS ’.‘

Indlwduals Collaboratlon

Explanations of %
Deepfake Detection
- O

* (A) A multi-authored article with 3

paragraphs

(B) Conduct human studies to ask
either individual people or
collaborative humans to detect the
Deepfake texts

(C) Analysis of categorical
explanations for Deepfake text
detection from both groups

Uchendu, A., Lee, J., Shen, H., Le, T., Huang, T. H. K., & Lee, D. (2023). Does Human Collaboration Enhance the Accuracy of Identifying LLM-Generated

Deepfake Texts?. In 11th AAAI Conf. on Human Computation and Crowdsourcing (HCOMP), Delft, Netherlands, November 2023
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Non-Expert Training Technique: Example-

based

Instructions

Paragraph Generated by Humans or Al Machines?

In this HIT, you will review five articles one by one. Each article includes a title and three paragraphs, where one of the
paragraph is generated by Al machines and the other two are written by humans.

For each article, you are asked to choose the one paragraph generated by Al machines (Step 1).
Then you need to provide the reasons of why you believe your chosen paragraph is generated by the Al machines

(Step 2).

You will get double paid if selected the correct one paragraph generated by the Al machine. Below is an example you
can play with to better understand Al machine OR human generated paragraphs.

Try An Example e

Please choose which one paragraph was generated by Al machine.

T —
?:5 HIT Introduction

Example Trial-and-Error

Select
|
O Paragraph1
Select
® Paragraph1 ParagraphZ

O Paragraph2

Paragraphs

Washington GOP Rep. Adam Kinzinger on Sunday announced a new movement to push
back on the Republican Party's embrace of former President Donald Trump and retire
the poisonous conspiracies and lies that defined his administration.

Miscommunication and confusion led to National Guard troops being pushed out of
Capitol Hill and into traffic on the busy street where tourists and onlookers gather each
day before entering the site — an area with long waits under an impromptu security
blanket.

Congratulations! You've got the correct answer.

Unfortunately, you've got the incorrect answer. Please try again.

Uchendu, A, Lee, J., Shen, H,, Le, T,, Huang, T. H. K., & Lee, D. (2023). Does Human Collaboration Enhance the Accuracy of Identifying LLM-
Generated Deepfake Texts?. In 11th AAAI Conf. on Human Computation and Crowdsourcing (HCOMP), Delft, Netherlands, November 2023
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Results: Non-Experts vs. Experts

NON-EXPERTS EXPERTS

33% 45% 51% 56% 69% 38%
_ | ” tlme n i : ; ChatIGPT

| |

| \—V—J \_V_J I

' [

' !

: P=0.054 P=1.3e-05 :

Accuracy

Uchendu, A., Lee, J., Shen, H., Le, T, Huang, T. H. K., & Lee, D. (2023). Does Human Collaboration Enhance the Accuracy of Identifying LLM-
Generated Deepfake Texts?. In 11th AAAI Conf. on Human Computation and Crowdsourcing (HCOMP), Delft, Netherlands, November 2023



Commercial (black-box) Detectors

Approach Published in Target Model . Publicly Free/Paid ChatGPT detc. Human-text detc.
Grover GPT-2 GPT-3 ChatGPT |Available Capability (TPR%) |Capability (TNR%)

Kumarage et al. [21] 2023 v v Free 23.3 94.7
Bleumink et al. [6] 2023 v v v Paid 13.4 95.4
ZeroGPT [40] 2023 v v Paid 45.7 92.2
OpenAl Classifier [28] 2023 v v Free 31.9 91.8
Mitchell et al. [25] 2023 v v Free 18.1 80.0
GPTZero [29] 2023 v v v v Paid 27.3 93.5
Hugging Face [13] 2023 v v Free 10.7 62.9
Guo et al. [18] 2023 v v Free 47.3 98.0
Perplexity (PPL) [17] 2023 v v Free 44.4 08.3
Writefull GPT [36] 2023 v v v Paid 21.6 99.3
Copyleaks [10] 2023 v v v Paid 229 92.1
Cotton et al. [8] 2023 v v X - - -

Khalil et al. [20] 2023 v X - - -

Mitrovic et al. [26] 2023 v v X - - -

Content at Scale [3] 2022 v v v v Paid 38.4 79.8
Orignality.ai [1] 2022 v v X Paid 7.6 95.0
Writer Al Detector [37] 2022 v v v Paid 6.9 94.5
Draft and Goal [12] 2022 v v v Free 23.7 91.1
Gao et al. [15] 2022 v X - - -

Frohling et al. [14] 2021 v v v v Free 27.8 89.2
Kushnareva et al. [22] 2021 v v v Free 25.1 96.3
Solaiman et al. [33] 2019 v v Free 7.2 96.4
Gehrmann et al. [16] 2019 v v Free 32.0 98.4
Zellers et al. [39] 2019 v v Free 43.1 901.3

Pegoraro, A., Kumari, K., Fereidooni, H., & Sadeghi, A. R. (2023). To ChatGPT, or not to ChatGPT: That is the question!. arXiv preprint arXiv:2304.01487.



Commercial detector: GPTZero

Was this text written by a human or AI?

ChatGPT GPT4 (Bard) (Human) (AI + Human)

Basketball is a team sport played by two teams of Five players each. The primary

objective is to score points by shooting the basketball through the opponent's
hoop, which is mounted on a backboard 10 feet (3.048 meters) above the ground.
The team with the most points at the end of the game wins. Basketball is played
on a reckangular court, typically indoors, with a surface made of wood or synthetic

materials. The rules and regulations are governed by various organizations, such as

I
Upload fil '
Check Origin :____p_cid.-l.e..(a.--.a'
pdFf, .doc, .docx, kxt

By continuing you agree to our Terms of service

https://sptzero.me/ 102



https://gptzero.me/

GPTZero: How does 1t work?

dPerplexity: It measures how unfamiliar a piece of text Is
foran LLM.
oOpposite of probabllity: High Probability = Low Perplexity
oCan be done with surrogate models
oLLM have low perplexity & Humans have high perplexity

dBurstiness: It measures the sentence complexity (e.g.,
zipf's law

SENTENCE LeNem / |
COMILEXTY

103
https://www.youtube.com/watch?v=-vToUx55DW4&ab channel=AlCoffeeBreakwithLetitia



https://www.youtube.com/watch?v=-vToUx5SDW4&ab_channel=AICoffeeBreakwithLetitia

Commercial & Open Source ChatGPT Detector

DetectGPT
GPTZero
ChatGPT detector
ZeroGPT
Al detector
Al content detector
ChatGPT detector
CheckGPT
Al content detector
Al detector
ChatGPT detector
ChatGPT detector

Al content detector

Stanford
Unknown
OpenAl
Unknown
Originality.Al
Copyleak
Huggingface
ArticleBot
Sapling
Crossplag
Writefull
Draft & Goal
Writer

https://detectgpt.ericmitchell.ai/

https://gptzero.me/

https://platform.openai.com/ai-text-classifier

https://www.zerogpt.com/

https://originality.ai/?Imref=yjETBg

https://copyleaks.com/features/ai-content-detector

https://hello-simpleai-chatgpt-detector-ling.hf.space/

https://www.app.got-it.ai/articlebot

https://sapling.ai/utilities/ai-content-detector

https://crossplag.com/ai-content-detector/

https://x.writefull.com/gpt-detector

https://detector.dng.ai/

https://writer.com/ai-content-detector/

2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
2023
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https://detectgpt.ericmitchell.ai/
https://gptzero.me/
https://platform.openai.com/ai-text-classifier
https://www.zerogpt.com/
https://originality.ai/?lmref=yjETBg
https://copyleaks.com/features/ai-content-detector
https://hello-simpleai-chatgpt-detector-ling.hf.space/
https://www.app.got-it.ai/articlebot
https://sapling.ai/utilities/ai-content-detector
https://crossplag.com/ai-content-detector/
https://x.writefull.com/gpt-detector
https://detector.dng.ai/
https://writer.com/ai-content-detector/

YEAH IF YOU COULD JUST ASK
CHATGPT INSTEAD OF ME

\

THAT Wﬂllll] BE GREAT




Outline

4. BREAK —= 30 minutes

https://adauchendu.github.io/Tutorials/



https://adauchendu.github.io/Tutorials/

Outline

5. Obfuscation — 35 minutes

https://adauchendu.github.io/Tutorials/



https://adauchendu.github.io/Tutorials/

Obfuscation: Second Tasks of Deepfake Texts

OBFUSCATION

d Can we make a deepfake
text undetectable?




Motivation

d Can we make a deepfake text undetectable or conceal
the authorship of a deepfake text by making small
changes to the text while preserving semantics?
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What make up the authorship of a text?

1 Philosophical question:
“The ship of Theseus”

OU REPLACE EVERY PART OF SAME SHIP?

A SHIP ONE BY ONE UNTIL \ /
NONE OF THE ORIGINAL ) )

PARTS REMAIN.

T ASKS THE QUESTION: IF F WILL IT BE THE
;

1 Deepfake obfuscation as a
relaxation of “the ship of
Theseus”

~ AND IF NOT, AT WHAT
POINT DOES IT BECOME

 or using detector as the "ANOTHER SHIP?

ground-truth for meaningful
changes

Grant, T., & MacLeod, N. (2018). Resources and constraints in linguistic identity performance—a
theory of authorship. Language and Law Linguagem e Direito, 5(1), 80-96.

https://www.pastille.no/comics/ship-of-theseus
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From Detection to Obfuscation

J Detected as “Deepfake” or “Machine-Generated” text

Prompt by A White House floods during DC
uman rainstorm on August 9

The White House is under water after a storm
struck Washington DC on Wednesday. = ol
President Joe Biden's official residence is Lo R . A TXT
used as a government office, residence and {35 E> Drawn by

hospital. David McNew, chief photographer at »- l - Midjourney

The New York Times, tweeted video footage
of water pouring through the entrance of the
building, while surrounded by staff members.
Rainfall also flooded major roads in the US
capital, as it continues to experience its worst

heatwave in decades. g 8 22 .
Pedestrians cross a flooded road in front of
the White House in Washington DC, on
August 9, 2022

]

e

i

Written by
GPT-2 <j

|
A

)

_le)r‘ m

s




From Detection to Obfuscation

d Makes (minimal) changes to conceal authorship and
preserving semantics

White House floods

during Washington DC|

rainstorm on August 9

/

“...water pouring
threughflooding to

the entrance...”

“...in deeades-the last
20 years...”

\
T~

White House floods during
rainstorm on August 9

The White House is under water after a storm
struck Washington DC on Wednesday.
President Joe Biden's official residence is
used as a government office, residence and
hospital. David McNew, chief photographer at
The New York Times, tweeted video footage
ofjwater pouring through the entrance]of the
building, while surrounded by staff members.
Rainfall also flooded major roads in the US

capital, as it continues to experience its worst
heatwave|in decades.

— ] -
Pedestrians cross a flooded road in front of
the White House in Washington DC, on
August 9, 2022

¢ e ¥
A
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Taxonomy — Obfuscation Technique

for Neural Texts

Lexical -
Obfuscation

I - )

Syntactic 4 Word Order
( Stylometric E\ Obfuscation

L Obfuscation (" Morphological ) R ol

\ Obfuscation ) : ora rorm
: N
Obfuscation \ atation

|

_( Statistical ] ninety-nine

\_  Obfuscation ; will not !

| t t t t

‘ | have issues, 99 to be exact

Uchendu, A, Le, T., & Lee, D. (2022). Attribution and Obfuscation of Neural Text 113
Authorship: A Data Mining Perspective. KDD Explorations, Vol. 25, June 2023



Taxonomy - Obfuscation Mechanism

d The scenario on which obfuscation is done (so-called threat
model in security) is crucial

Target
Input Text Model DeepFake
l F

DeepFake Input Text Model

N

= o Surrogate
: Predlctlon Probs Model G ;

Obfuscated
Text

DeepFake

Target :
Prediction Probs Model :
- F :

Obfuscated
Text
Target
Obfuscated Model Bl
Text F

Indirect Obfuscation

Human
Human

:

Transferable Obfuscation
(multiple-adversaries)

Direct Obfuscation
(one adversary)

(multiple-adversaries)
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Stylometric Obfuscation

 Current techniques tend to focus on one or only a few
linguistic feature(s) to obfuscate — lexical, syntactical, etc.

Preserves Semantics

Technique Obfuscated Example Stylometric Category by Design
Homoglyph Hello there -> Hello, there Orthographic X
Upper/Lower Flip Hello -> hello Morphological X
Misspellings attack Acceptable —> Acceptible Lexical
Whitespace attack Will face -> Willface Lexical
Deduplicate tokens The car ... the money -> the car ... money Lexical
Shuffle tokens Hello are -> are hello Syntactic

What are the ramifications of this study? -> What

e . Lexical X
are the ramifications of this survey?

Mutant-X & Avengers

| got back my first draft of my memo -> i had

i X
finished my first draft of the novel Syntactic

ALISON

Table: Examples of stylometric obfuscation techniques 115



Stylometric Obfuscation: PAN tasks [1]

 Stylometric PAN’16 [2]:

= Apply text transformations (e.g., remove stop words, inserting punctuations, lower case)
to push statistical metrics of each sentence closer to those of the corpus average

= Statistics: avg # of words, #punctuation / #word token, #stop word / #word token, etc.

0 Sentence Simplification PAN’17 [3]:
* From: “Basiteally; my job involves computer skills”
* To : “Myjob involves computer skills”

O Back Translation NMTPAN’16 [4] :
» English—IL;—IL2— ...IL,— English
» English - German — French — English
» |L: Intermediate Language

[1] S. Potthast and S. Hagen. Overview of the Author Obfuscation Task at PAN 2018: A New Approach to Measuring Safety. In Notebook for PAN atCLEF 2018, 2018.

[2] Karadzhov, G. et al. (2017). The Case for Being Average: A Mediocrity Approach to Style Masking and Author Obfuscation: (Best of the Labs Track at CLEF-2017).

[3] D. Castro-Castro, R. O. Bueno, and R. Munoz. Author Masking by Sentence Transformation. In Notebook for PAN at CLEF, 2017. 116
[4] Y. Keswani, H. Trivedi, P. Mehta, and P. Majumder. Author Masking through Translation. In Notebook for PAN at CLEF 2016.



Stylometric Obfuscation: Mutant-X

1 Replacing words with neighboring words via sentiment-specific
word embeddings (customized word2vec)

1 Obfuscate text using Genetic Algorithm until (1) detector’s
authorship changes + (2) semantic preserves

'Shrewd'| intelligent

. . ; ! ETEOR = 0.65
««+« SO he was smart to ignore the message from Jon. That is ««-- Original Genetic = Rt e LY » Obfuscated
H s ocumen

N runs

Document Algorithm
E 3
| note | memo | letter | bulletin | document

/Direct Obfuscation: Interact

...... so he was wise to ignore the letter from Jon. That is «««

with (hence required) the
target Deepfake detector
\_ during obfuscation )
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Stylometric Obfuscation: Avengers

1 Obfuscations that are transferable
l to unknown/blind adversaries

- ‘ O Surrogate model is designed as an

---------------------------------------------------- Ensemble model

DeepFake

Obfuscated
Text

we v ASsume the same set of training
features between obfuscator and
nespFake 3 detector

Haroon, M., Zaffar, F., Srinivasan, P., & Shafig, Z. (2021). Avengers ensemble! Improving 118
transferability of authorship obfuscation. arXiv preprint arXiv:2109.07028.



Stylometric Obfuscation: Avengers

d Ensemble surrogate model improves transferability

Attack Success Rate on Target Model

Surrogate Model Average
RFC SVM MLP Ensemble
RFC (Mutant-X) 28.2 26.2 14.6 29.1 24.53
SVM (Mutant-X) 1.6 93.7 10.1 7.4 28.2
Ensemble 18.4 61.0 21.9 71.9 43.3

Haroon, M., Zaffar, F., Srinivasan, P., & Shafig, Z. (2021). Avengers ensemble! Improving
transferability of authorship obfuscation. arXiv preprint arXiv:2109.07028.
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Stylometric Obfuscation: DFTFooler

The Landon Bears shut out the visiting Whitman Vikings, 34-0, on Friday.

- . . - Landon opened the game with a 90-yard kickoff return for a score by Jelani Machen. Landon added to their lead on John Geppert's five
4 Indirect obfuscation: require

-yard touchdown run. The first quarter came to a close with Landon leading, 14-0.

. In the second quarter, the Bears went even further ahead following Joey Epstein's four-yard touchdown run. The Bears scored again on

n O q u er I eS to th e deteCt0r1 n O L(:sggﬁr:\:\do:::;fdt;;hgd?r::: tr:erzl.second half, 27-0. The Bears extended their lead on Tommy Baldwin's nine-yard touchdown
reception.

surrogate model

Neither team scored in the fourth quarter.

Landon's top rusher was Geppert, who had nine carries for 59 yards and two touchdowns. Chazz Harley led Landon with 16 receiving

yards on two catches.

Real-World Machine-Generated Text (GLTR.io)
 Utilize pre-trained LLM:

substitute a subset of most ‘
confidently predicted words

] With the ascendance of Toni MorrisonaGLs literary star, it has become commonplace for critics to
(green/yellow) with lower

de-racialize her by saying that Morrison is not just a aGlBlack woman writer,aGL that she has

. moved beyond the limiting confines of race and gender to larger aGluniversalaGL issues. Yet
(040) nfl d ent Syn (0) nym S Morrison, a Nobel laureate with six highly acclaimed novels, bristles at having to choose between
/m being a writer or a Black woman writer, and willingly accepts critical classification as the latter.
re e J ) To call her simply a writer denies the key roles that MorrisonaGLs African-American roots and her

Black female perspective have played in her work. For instance, many of MorrisonaGLs characters
treat their dreams as aGlreal,aGL are nonplussed by visitations from dead ancestors, and

0 GLTR's insights e

Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023
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Statistical Obfuscation: Mikhail, 2022 [1,2]

Discriminative Generative
(Adjusted (Human-likeness

Human-likeness) in Al's eyes)

 Option 1: train an internal
deepfake detector and uses it to
select texts with the highest human-

SDAS(?)) = Sdis ('g) Q- Sgen(@)

class probability The
1 Option 2: use the internal detector 06
as additional signal to guide N
beam-search to generate more P /CT“\
human-like texts (discriminative 01 09 02 03 05
| Y N Y b\
adversarial search [2]) cat fox  drives drinks s

[1] Mikhail Orzhenovskii. 2022. Detecting Auto-generated Texts with Language Model and Attacking the Detector. Computational Linguistics and Intellectual Technologies:
Proceedings ofthe International Conference “Dialogue 2022 (2022)

[2] Scialom, T., Dray, P. A, Lamprier, S., Piwowarski, B., & Staiano, J. (2020, November). Discriminative adversarial search for abstractive summarization. In International
Conference on Machine Learning (pp.8555-8564). PMLR.

121



Statistical Obfuscation: Changing Decoding Strategy

J Misalignment of decoding
strategies between detector Defense
and generator leads to lower HEEClG DEEER/

d_eteCthn performance =2 BERT (Top-p 0.96) 0.98 -13.3
simple and effective.
GLTR-GPT2 (Top-k 40 +
Temperature 0.7) Do e
J Many detectors witnessed SHOVER olowe | 085 | 258
13.3% - 97.6% degradation FAST (Top-p 0.96) | 1.0 9.7
In recall of machine- ROBERTa (Top-p0.96) | 1.0 | -22.0

generated texts.

122
Deepfake Text Detection: Limitations and Opportunities. IEEE S&P 2023



Stylometric Obfuscation: From Adversarial Texts

d Original text:

o “You don't have to know about music to appreciate the film's
easygoing blend of comedy and romance"

Adversarial Text Technique Obfuscated Text Example

You don't have to know about music to acknowledging the

TextFooler [1] film's easygoing mixtures of mockery and ballad

You don't have to know about music to appreciate the

DeepWordBug [2] film's easygoing blsend of comedy and romance

You don’t have to know about music to appresiate the film’s

Perturbation-in-the-Wild 3] easygoing blend of comedy and romamce

[1]Jin, Di, etal."Is BERT Really Robust? NaturalLanguage Attack on Text Classification and Entailment." arXiv preprint arXiv:1907.11932 (2019)

[2] Gao, J., Lanchantin, )., Soffa, M. L., & Qi, Y. (2018, May). Black-box ge neration of adversarial text sequences to evade deep learning classifiers. In 2018 | EEE Security and Privacy Workshops (SPW) (pp. 50-56). | EEE.

[3] Thai Le, Jooyoung Lee, Kevin Yen, Yifan Hu, and Dongwon Lee. 2022. Perturbations inthe Wild: Leveraging Human-Written Text Perturbations for Realistic Adversarial Attack and Defense. In Findings ofthe Association 123
for Computational Linguistics: ACL 2022, pages 2953—2965, Dublin, Ireland. Association for Computational Linguistics.



How human would paraphrase?

GPTZero

Humans Deserve the Truth

policies during his timi

847/5000
or, chaose a file to upload

EIH:Hii !’nc file selected ‘

Accepted file types: pd, doex, txt

| agree to the terms of service GET RESULTS

Your text may include parts
written by Al

Bolsonaro's re-election as Brazil's president is a matter of po
litical preference and opinion. Some may argue that he should b
e re—elected because of his economic policies, efforts to comba
t corruption, and promotion of conservative values. Others may

argue that he should not be re-elected due to his controversial
statements and actions, disregard for environmental concerns, a
nd human rights violations. It's important to note that Bolsona
ro's handling of the COVID-19 pandemic has been heavily critici
zed, with Brazil having one of the highest death tolls globall

y. Additionally, his policies have been seen as exacerbating th
e already existing social inequalities in Brazil. Ultimately, w
hether Bolsonaro should be re-elected or not is up to the Brazi
lian people and their assessment of his performance and policie
s during his time in office.

¥

Bolsonaro's re-election and his presidency is really about poli
tical preference. People might argue that he should be re-elect
ed because of his economic policies, attempts to combat corrupt
ion, and pushing for conservative values. Other people might ma
ke the argument that he shouldn’t be re-elected because of his
controversial statements, little interest in environmental conc
erns, and the violation of human rights. It's also important to
know that Bolsonaro's approach to the COVID-19 pandemic has bee
n heavily disliked, and it shows within Brazil’'s population. Al
so, his policies can be viewed as worsening the already existin
g social inequalities in Brazil. To summarize, whether Bolsonar
o should be re-elected or not is up to the people of Brazil and
their opinion of his performance and policies during his time i
n office.

GPTZero

Humans Deserve the Truth

831/5000
or, choose a file to upload

'Hi l:aai !’ no file selected

Accepted file typas: pdf, docx, txt

1 agree to the terms of service

Your text is likely to be written
entirely by a human

Jun Jang, Thai Le (2023) (working paper)
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Hybrid Obfuscation: DIPPER [1]

 Obfuscation via paraphrasing T
 Fine-tune an open-sourced LLM to WM. DGPT OAl
IGPT2-1.5B - 1000 749 592

paraphrase and remove LLM-specific
markers, including watermarks

+ DIPPER 20L 99.5 989  45.7 35.3

+ DIPPER 40L 99.0 90.7 28.0 34.4

+ DIPPER 60L 97.5 211 158 313
+ 60L, 600 96.2 55.8 7.6 32.7

They have never been known to mingle with humans. Today, it is believed these unicorns live OPT-13B _ 100.0 29.8 33.5
in an unspoilt environment which is surrounded by mountains. Its edge is protected by a + DIPPER 20L 99.6 98.3 15.0 245
thick wattle of wattle trees, giving it a majestic appearance. Along with their so-called + DIPPER 40L 99.4 87.3 6.4 24.1
miracle of multicolored' coat, their golden coloured feather makes them look like mirages. + DIPPER 60L 96.5 653 32 216
Some of them are rumored to be capable of speaking a large amount of different languages. + 60L, 600 92.9 514 1.5 21.6
They feed on elk and goats as they were selected from those animals that possess a
fierceness to them, and can "eat" them with their long horns. GPT_325-17SB
davinci-003 - - 67.0*  40.5
+ DIPPER 20L 99.9 - 540% 431
There were never any reports of them mixing with people. It is believed they live in an + DIPPER 40L 99.8 - 36.0* 43.1
unspoiled environment surrounded by mountains and protected by a thick clump of wattle. + DIPPER 60L 99.5 - 23.0* 40.1
The herd has a regal look to it, with the magic, rainbow-colored coat and golden feathers. + 60L, 600 08.3 - 14.0* 38.1
Some of them are said to be capable of speak|.ng many languages. The.y eat deer and goats, Human Text _ 1.0 1.0 1.0
because they are the descendants of those animals that sprang from fierce, dangerous
animals and have horns long enough to "eat" these animals.

[1] Krishna, K., Song, Y., Karpinska, M., Wieting, J., & lyyer, M. (2023). Paraphrasing evades detectors of ai-generated text, but retrieval is an effective defense. arXiv pre print arXiv:2303.13408.




Cat and Mouse Game — OUTFOX -
Using Obfuscation to Improve Detection

Prompt for detector

Please classify whether the text is
generated by a Human or a

Language Model(LM).

Text: €1 Answer Human
Text €2 Answer: LM

Text €3 Answer: LM

Text: e Answer : HUHA
Text: e Answer: LM

Text €2k Answer: Human
Text: A target essay Answer:/

Prompt for attacker

nnnnn

Given the following problem stat
lease write an essay detected a

H th sults of detecting whether
h yf om e hp bl em statement

is generated by a H ma a Language

Mode l(LM)

Problem statement: joil

Answer: Human

Essay: el

em statement: Dk

LM

eme t
s Hum

 Iteratively generate
better labels (Al/Human),
and use such labels to
better obfuscate texts

] Both the detector and the
attacker to consider each
other's outputs
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CS + Linguistics => Deepfake Obfuscation

Computer Science

Transfer-
ability

The demécrats are pitiful (

The democrats are pititul (_DeepWordBug (Machine) )

The demOcr@ets are pitiful ( Text Bugger (Machine) J

VIPER (Machine) )

Writer
Profiling

Writing
Structure

Stylometry

Linguistics
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Outline

6. Conclusion —5 minutes

https://adauchendu.github.io/Tutorials/



https://adauchendu.github.io/Tutorials/
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Asymmetry Principle

e “In very few words, they can announce a half-truth, and in
order to demonstrate that it is incomplete, we are obliged to
have recourse to long and dry dissertations.”

Frederic Bastiat, “Economic Sophism,” 1845

e "The amount of energy needed to refute bullshit is an order of
magnitude bigger than that needed to produce it”

Brandolini’'s law
P. Willlamson, Nature, 2016
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Deepfakes Complicate the Scene

e Seeing Is no longer believing
e "Reality apathy” — Oyadya, 2019
e “Implied truth effect” — Penycook et al., 2020

The biggest threat of
deepfakesisn’t the

deepfakes themselves
Trenereeac A oyiruszsdredis sy mais ooy

Review

by Karen Hao Oct 10,2019



Open Problems & Challenges

DETECTION

1. Novel training for

1. Human-based
Human-based

Evaluation

1. Multi-author

- dataset
Evaluation | . 2. Explainable AO
2. Explainable AA 2. Multi-domain
. EXP dataset 3. AO that preserves
<. Harder AA : samantics
prnblems . Multi/Cross-modal 4. Robust AO
4. Robust AA dataset '

5. Hybrid-based AQ

OBFUSCATION
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Conclusion

= (% MARKETS BUSINESS INVESTING TECH POLITICS CNBCTV INVE!

Artificial intelligence is playing a
bigger role in cybersecurity, but the
bad guys may benefit the most
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éﬂ?—Announcement

Join us at IELNAACL 2024 Conference for an updated version
of this tutorlal in Mexmo C|ty Mexico B:N in June 2024
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